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Supervisor’s Foreword

The internet of things (IoT) is rapidly becoming widely accepted and recognized as
the communications paradigm of our time. This was not the case when this student
was starting his Ph.D. studies but it has rapidly moved forward, at that stage
wireless sensor networks (WSNs) were the dominant solution and this migrated to
WSNs and 6LoWPAN networks. Indeed in this thesis, the 10T is largely considered
to be a combination of WSNs and 6LoWPAN networks. The work contained in this
thesis traces the work of a very gifted student who with small encouragement from
his supervisor developed a thorough investigation into the control of congestion for
IoT applications. Congestion is the overloading of traffic across networks and
clearly needs to be avoided. As a result of congestion, routers in a network will find
their input and their output buffers will become full and overflow leading to data
loss. Fundamentally, it occurs when the aggregate data coming into a network
exceeds the total data leaving the network. Methods to avoid congestion are not
straightforward but ‘boil down’ to reducing the data entering the network or
increasing the rate at which data leaves the network. In the TCP/IP suite, TCP itself
deals with congestion control through managing the rate at which nodes transmit
data into the network. TCP is not a ready solution for the IoT due to its heavy
header overhead; something more lightweight is needed. The lightweight solution is
fundamentally UDP but this does not have any provision for congestion control.
Consequently, there is a real need in the rapidly expanding IoT for the provision of
congestion control. In this thesis, Hayder examines the problem of congestion, how
it can be detected, what action can be taken to avoid it and offers suggestions of
how best to alleviate it. He details the networks he is dealing with and the prop-
agation mechanisms which will lead to congestion. This work uses the simulation
of networks to explore the actions which can be taken and the anticipated results of
those actions. He also uses real network experiments to validate his simulation
work. In conclusion, I feel that by working through this thesis the reader have their
understanding of networking, and of congestion very greatly enhanced.

Leeds, UK Prof. Andrew Kemp



Abstract

The internet of things (IoT) is the next big challenge for the research community.
The IPv6 over low-power wireless personal area network (6LoOWPAN) protocol
stack is considered a key part of the IoT. Due to power, bandwidth, memory, and
processing resources limitation, heavy network traffic in 6LoWPAN networks
causes congestion which significantly degrades network performance and impacts
on the quality of service (QoS) aspects. This thesis addresses the congestion control
issue in 6LoWPAN networks. In addition, the related literature is examined to
define the set of current issues and to define the set of objectives based upon this.

An analytical model of congestion for 6LoWPAN networks is proposed using
Markov chain and queuing theory. The derived model calculates the buffer-loss
probability and the number of received packets at the final destination in the
presence of congestion. Simulation results show that the analytical modelling of
congestion has a good agreement with simulation. Next, the impact of congestion
on 6LoWPAN networks is explored through simulations and real experiments
where an extensive analysis is carried out with different scenarios and parameters.
Analysis results show that when congestion occurs, the majority of packets are lost
due to buffer overflow as compared to channel loss. Therefore, it is important to
consider buffer occupancy in protocol design to improve network performance.

Based on the analysis concluded, a new IPv6 routing protocol for low-power and
lossy network (RPL) routing metric called buffer occupancy is proposed that
reduces the number of lost packets due to buffer overflow when congestion occurs.
Also, a new RPL objective function called congestion-aware objective function
(CA-OF) is presented. The proposed objective function works efficiently and
improves the network performance by selecting less congested paths. However,
sometimes the non-congested paths are not available and adapting the sending rates
of source nodes is important to mitigate the congestion.

Accordingly, the congestion problem is formulated as a non-cooperative game
framework where the nodes (players) behave uncooperatively and demand high
data rate in a selfish way. Based on this framework, a novel and simple congestion
control mechanism called game theory based congestion control framework
(GTCCEF) is proposed to adopt the sending rates of nodes and therefore, congestion
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viii Abstract

can be solved. The existence and uniqueness of Nash equilibrium in the designed
game are proved and the optimal game solution is computed by using Lagrange
multipliers and Karush—Kuhn—Tucker (KKT) conditions. GTCCF is aware of node
priorities and application priorities to support the IoT application requirements. On
the other hand, combining and utilizing the resource control strategy (i.e. finding
non-congested paths) and the traffic control strategy (i.e. adapting sending rate of
nodes) into a hybrid scheme is important to efficiently utilize the network resources.
Based on this, a novel congestion control algorithm called optimization-based
hybrid congestion alleviation (OHCA) is proposed. The proposed algorithm com-
bines traffic control and resource control strategies into a hybrid solution by using
the network utility maximization (NUM) framework and a multi-attribute opti-
mization methodology, respectively. Also, the proposed algorithm is aware of node
priorities and application priorities to support the IoT application requirements.
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Chapter 1 ®)
Introduction Check for

1.1 Introduction

The internet of things (IoT) is considered to be the next big challenge for the Internet
research community. Recently, the IoT has drawn significant research attention [1].
The IoT will comprise of billions of communicating devices, which extend the bor-
ders of the cyber world with physical entities and virtual components [2, 3]. These
things, such as wireless sensor nodes, radio-frequency identification (RFID) tags
and near-field communication (NFC) devices, are connected to the Internet with the
ability to sense status and use real-time data. Also, they access historical data and
developed algorithms, possibly triggering devices. This is leading to very powerful
smart environments, e.g. building, health care, etc. [1, 4].

Wireless sensor networks (WSNs) are considered as one of the most impor-
tant elements in the IoT [5]. IPv6 over low-power wireless personal area network
(6LoWPAN) is used for full integration of WSN with the Internet, where sensor nodes
implement the internet protocol (IP) stack though it has been originally designed for
wired networks. However, the implementation of TCP/IP model in 6LoWPAN has
many issues and problems due to the limitation of energy, bandwidth, processing,
and buffer resources. Transmission control protocol (TCP) requires connection setup
and termination before and after the data transmission and user datagram protocol
(UDP) does not provide a congestion control mechanism. Thus, TCP and UDP are
not efficient for 6LoWPAN [1, 3]. Therefore, one of the main issues in 6LoWPAN
is congestion that causes packet loss, energy consumption and degrades throughput.

As wireless sensor nodes are connected to the Internet through 6LoWPAN, the
applications become wider for 6LoWPAN networks, e.g. industrial, automation,
health care, military, environment, logistics, etc. Generally, the applications can be
categorized into four types (i.e. event-based, continuous, query-based, and hybrid
applications) based on the data delivery method [6, 7]. In event-based applications,
network traffic is typically low and suddenly becomes high in response to a detected
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event. These high data rate packets cause congestion and therefore it is very important
to consider congestion control.

In continuous applications, sensor nodes periodically send packets to the sink
after predetermined time intervals. In query-based applications, the sink node sends
aquery to sensor nodes and they respond to the sink query by sending packets. Lastly,
in the hybrid application type, the first three categories are combined into a hybrid
application, i.e. sensor nodes send packets in response to an event (event-based) and
at the same time send packets periodically (continuous) as well as send a reply to a
sink query (query-based). This type of application will be common in the future as
WSNss are connected into the Internet as part of the IoT [3, 6]. In the IoT applications,
the sensor nodes host many different application types simultaneously (event-based,
continuous, and query-based) with varied requirements. Some of them are real-time
applications where the application data is time critical and delay constrained, e.g.
healthcare monitoring and natural disasters detection (e.g. flooding), while others
are non-real- time applications, e.g. measuring temperature and measuring humidity.
Some applications send very important data and losing this data is not permitted, e.g.
medical applications and fire detection applications. This brings new challenges to the
congestion control algorithms and mechanisms designed to be aware of application
priorities as well as node priorities.

Many mechanisms and algorithms have been proposed to solve the conges-
tion problem in traditional WSNs. In contrast to traditional WSN, however, the
6LoWPAN networks might host a variety of applications at the same time as they
connect to the Internet. Also, the protocol stack of 6LoWPAN is different from the
traditional WSN one where sensor nodes in 6LoWPAN implement IP stack as they
are connected to the Internet. A new layer is developed between data link layer and
network layer called the adaptation layer to support IPv6 packet transmission over
IEEE 802.15.4 wireless sensor networks. Moreover, in [8], Michopoulos et al. have
demonstrated that Radio Duty Cycle (RDC) mechanisms impact the performance
of congestion control algorithms. RDC is a technique used to conserve energy by
switching the radio transceiver between sleeping mode and wake up mode period-
ically. This effect is neglected when designing and implementing many congestion
control schemes in traditional WSN. Furthermore, two methods are used to solve or
mitigate congestion problems in WSNs: traffic control and resource control. Many
congestion control mechanisms have been proposed based on the resource control
strategy, where the congestion control algorithm is responsible to construct network
topology by selecting a non-congested path from source to destination. However, in
6LoWPAN networks; IPv6 routing protocol for low-power and lossy networks (RPL),
which is expected to be the standard routing protocol for 6LoWPAN, is completely
responsible for network topology construction by using an objective function (OF)
(e.g. objective function zero (OF0)). Therefore, a conflict occurs between RPL pro-
tocol operation and resource control strategy based congestion control mechanisms
in traditional WSN. Therefore, new congestion control algorithms that address these
considerations are needed.

The majority of previous works on congestion control have not carefully consid-
ered the unique characteristics of IPv6 and 6LoWPAN in their design. The aim of this
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research is to analyse and assess congestion conditions in 6LoWPAN and develop
congestion control schemes as a step towards successful implementation of the IoT.
Emerging architectures such as IEEE 802.15.4, IPv6 and 6LoWPAN are becoming
dominant in WSNss, therefore congestion analysis and proposed mechanism imple-
mentations are based on these architectures.

1.2 6LoWPAN Protocol Stack

6LoWPAN enables transmission of IPv6 packets over low-power, low memory, low
bandwidth, low processing capability and low-cost devices, which are compatible
with the IEEE 802.15.4 standard. 6LoWPAN provides complete integration of wire-
less sensor nodes with the Internet. Connecting wireless sensor nodes to the Inter-
net enables a wide range of applications for 6LoWPAN, e.g. industrial, automation,
health, military, environment, logistics. The 6LoWPAN protocol stack involves IEEE
802.15.4 physical (PHY) and medium access control (MAC) layers, 6LoWPAN adap-
tation layer, network layer, transport layer and application layer as shown in Fig. 1.1.
A review of the 6LoWPAN model layers is given in the next subsections.

1.2.1 Application Layer

The IoT makes the most Internet application protocols important for 6LoWPAN net-
works [1]. However, 6LoWPAN is challenging due to its small frame size, low data
rate, limited memory, limited processing capabilities and power supply. Recently,

Fig. 1.1 6LoWPAN ; :
protocol stack Application Layer
(CoAP)

Transport Layer
(TCP, UDP)

Network Layer
(IPv6, RPL)
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IEEE 802.15.4 MAC

IEEE 802.15.4 PHY
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the Constrained RESTfull Environments (CoRE) working group has developed an
important application protocol called Constrained Application Protocol (CoAP),
which is a REpresentational State Transfer (REST) based web transfer protocol [9].
CoAP includes a subset of HTTP functionalities, which have been re-designed to
meet the 6LoWPAN constraints. The CoAP protocol is built on top of UDP instead
of TCP as used with HTTP.

The interaction model of CoAP is similar to the client/server model of HTTP. A
CoAP request is equivalent to that of HTTP and is sent by a client using GET, POST,
PUT and DELETE methods. The server then sends a response with a Response Code.
CoAP defines four types of messages: Confirmable, Non-confirmable, Acknowl-
edgement and Reset. Requests can be carried in Confirmable and Non-confirmable
messages and responses can be carried in these as well as piggybacked in ACK mes-
sages. CoAP is logically considered as a two-layer approach: the messaging layer
used to process the messaging features and the request/response interactions layer to
deal with the client’s requests and the server’s responses as shown in Fig. 1.2

1.2.2 Transport Layer

In the IP protocol stack, two main transport protocols are widely used: TCP and
UDP. TCP is a reliable connection-oriented byte stream protocol where reliability is
achieved by using acknowledgement and retransmission. Also, TCP provides end-
to-end flow control and congestion control by using a sliding window algorithm.
Figure 1.3 shows the difference between flow control and congestion control [10].
Figure 1.3a illustrates the flow control problem where a small capacity and slower
receiver is overwhelmed by a fast-transmitting sender. Flow control is an end-to-end
mechanism that controls the traffic between sender and receiver, where the receiver
is responsible for detecting and reacting to congestion. While, in the congestion
control problem, a limited resources network is congested due to high offered-load
packets into the network as shown in Fig. 1.3b. Congestion control is a hop-by-
hop mechanism where the nodes along the path between source and destination are
responsible for detecting and reacting to congestion. The major benefit of using the
hop-by-hop mechanism is that it reacts to congestion occurrence much faster than
the end-to-end. Therefore, the majority of congestion control algorithms in WSNs
and 6LoWPAN networks use the hop-by-hop strategy. On the other hand, UDP is the
simplest protocol in the TCP/IP suite. It does not support reliability and congestion
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Fig. 1.3 a Flow control problem. b Congestion control problem [10]

control. Due to 6LoWPAN limitations, UDP is the most common transport protocol
used in 6LoWPAN networks.

1.2.3 Network Layer

The main function of the routing protocol is to determine the ‘best’ path to reach
a destination according to various metrics and objective functions. A number of IP
routing protocols have been developed in various Internet Engineering Task Force
(IETF) working groups, e.g. OSPF, IS-IS, AODV and OLSR. However, these routing
protocols do not satisfy the routing requirements for 6LoWPAN networks which are
as follows [11]:

Low overhead on data packets.

Low routing overhead.

Minimal memory and computation requirements.
Support for sleeping nodes considering battery saving.

After the implementation of the adaptation layer in the 6LoWPAN architecture, it
is possible to make routing/forwarding decisions either in the network layer or in
the adaptation layer. Generally, routing protocols in 6LoWPAN can be divided into
two categories: ‘mesh-under’ and ‘route-over’ [12]. With the mesh-under scheme,
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the adaptation layer performs the packet routing and forwarding over multiple hops
based on the 6LoWPAN header or the IEEE 802.15.4 link layer address. In the route-
over, all routing decisions are taken in the network layer and packets are forwarded
to the final destination by using IPv6 addresses. Figure 1.4 shows the difference
between mesh-under and route-over.

Recently, a number of routing protocols have been developed for 6LoWPAN such
as HiLow, LOAD, DYMO-low and RPL. A brief review of these protocols is given
below:

Hierarchical Routing over 6LoWPAN (HiLow) [13]

HiLow uses dynamically assigned 16-bit unique short addresses for a 6LoWPAN
device during an association operation with a neighbouring device. In HiLow, each
node discovers its parent by sending a broadcast packet. If the node finds a parent
node within its transmission range, it associates with that parent node, otherwise
it configures itself as a coordinator. HiLow reduces the overhead of maintaining
routing tables and supports large scalability. However, HiLow does not support any
path recovery mechanism.

6LoWPAN Ad Hoc On-Demand Distance Vector (LOAD) [14]

LOAD is proposed based on the ad hoc on-demand distance vector (AODV) routing
protocol. LOAD uses either 64-bit extended or 16-bit short addresses for 6LoWPAN
devices. It maintains a routing table and a route request table, which are used in the
route discovery phase. LOAD uses the link quality indicator (LQI) and the number
of hops as routing metrics to determine the route from source to destination. Also, it
uses acknowledged transmission for reliability. Unlike HiLow, LOAD uses a route
discovery mechanism to repair the route locally.

Dynamic MANET On-Demand for 6LoWPAN (DYMO-Low) [15]

DYMO-low routing is based on the DYMO routing protocol. DYMO-low operates
on the link layer directly to create a mesh network topology of 6LoWPAN devices. It
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uses either 16-bit link layer short address or IEEE 64-bit extended address. DYMO-
low performs route discovery and maintenance by using route request (RREQ), route
reply (RREP) and route error (RERR) messages. Also, it utilizes LQI in addition to
the route cost for selecting the best route to the final destination.

RPL [16]

RPL was developed by IETF Routing Over Low power and Lossy networks (ROLL)
working group to meet the requirements and challenges of low power and lossy
networks (LLNs). RPL is a distance-vector routing protocol which is designed on
the basis of IEEE 802.15.4 physical and MAC layers [16]. In RPL networks, there
are three types of nodes: root nodes which provide connectivity to other networks,
intermediate nodes which forward packets to the root and leaf nodes [17]. RPL is
designed to be quickly adaptive to network conditions and to provide an alternative
path to the root node when the default path is not available [18].

The construction of RPL network topology is based on the directed acyclic graph
(DAG) concept, where every node selects a neighbour as its parent based on an
objective function which defines how nodes translate one or more metrics (delay,
link quality, hop count, etc.) into rank. RPL organizes nodes as destination-oriented
DAGs (DODAG) where a sink node works as the root of the DAG which is responsible
to start forming a network topology. The DAG root broadcasts a DODAG information
object (DIO) control message, which contains its rank and ID to other nodes in the
network. When an intermediate node receives the DIO message, it replies to the root
node with destination advertisement object (DAO) for joining the DODAG. Then, the
intermediate node computes and updates its own rank and sends a DIO message with
its rank to all neighbours. This process continues until the DIO message reaches the
leaf nodes. When a node receives a DIO message from more than one neighbour, it
selects its parent with best rank. Also, when a node does not receive a DIO message
within a specific time, it starts to send a DODAG information solicitation (DIS)
message to solicit DIO message from neighbours. Figure 1.5 shows RPL network
topology construction process.

Fig. 1.5 DODAG
construction process [19]

__-6_——
>
(@]

Leaf Node
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Fig. 1.6 Trickle algorithm

The DIO transmission strategy is controlled by the ‘Trickle Algorithm’ [20]. The
Trickle algorithm maintains a Trickle timer which runs for a defined interval and
it has three parameters: minimum interval size I,,;,, maximum interval size I,y
and a redundancy constant ¢ > 0. When the algorithm starts to execute, it sets the
current interval size 1., ren; to a value in the range of [ 1, Lnax]- When the interval
begins, the algorithm resets a counter ¢ to 0 and sets time within the current interval
teurren: t0 @ random point in the range [y rent /2, Leurrens).- Whenever the algorithm
receives a transmission that is‘consistent’, it increments c. If the algorithm receives a
transmission that is ‘inconsistent’ and 1., 1s greater than 1,,;,, it resets the Trickle
timer. At time f.,ren, @ DIO message is sent if and only if ¢ is less than e. When
L urrens €xpires, the algorithm doubles the interval length such that it does not exceed
Lnax. Figure 1.6 shows the Trickle algorithm flowchart. The following packets and
events are considered inconsistencies in RPL; otherwise it is consistent:

e When routing loops are detected.
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e When a node receives a multicast DIS.
e When a node joins a new DODAG.

1.2.4 Adaptation Layer

The IETF 6LoWPAN working group was started in 2007 to address the challenges
of enabling wireless IPv6 communication over IEEE 802.15.4 low-power radio with
devices of limited power, limited memory, low bandwidth. The 6LoWPAN working
group has developed a new layer called the adaptation layer which is located between
the network layer and the data link layer to enable transmission of IPv6 packets
over an IEEE 802.15.4 link. The adaptation layer has three main functions: (i) IPv6
header compression; (ii) IPv6 fragmentation and reassembly; (iii) routing. As the
IEEE 802.15.4 frame overhead is 25 bytes without security support (which needs 21
extra bytes), the remaining frame size at the MAC layer is 102 bytes without security
and 81 bytes with security support. For an IPv6 header of 40 bytes and a UDP header
of 8 bytes, there is a maximum of only 54 bytes for application payload. Therefore,
IPv6 header compression is very important to reduce header overhead and increase
application payload space. The Request for Comment (RFC) 6282 [21] defines how
to compress the IPv6 and UDP headers efficiently by using IP header compression
(IPHC) and next header compression (NHC) methods.

The IEEE 802.15.4 defines the maximum transmission unit (MTU) to be 127
bytes, while IPv6 requires packet transmission with MTU of 1280 bytes. Therefore,
the next major function of the adaptation layer is IPv6 fragmentation and reassem-
bly. When an IPv6 packet does not fit into a single IEEE 802.15.4 data frame, the
packet is divided into fragments where each fragment is sent over a single IEEE
802.15.4 frame. When all fragments are received at the other end, the IPv6 packets
are reassembled and delivered up to the network layer. RFC 4944 [22] specifies how
an IPv6 packet is fragmented into a FRAG1-type fragment and a number of FRAGN-
type fragments. FRAGI1 contains the IPv6 compressed header and part of the payload
while FRAGN fragments are sent subsequently and contain the remaining payload.
Besides the two functions described, the adaptation layer supports the mesh-under
routing scheme to forward packets inside the 6LoWPAN network.

1.2.5 MAC and Physical Layers

IEEE 802.15.4 [23] is a standard, which defines the physical layer and the MAC layer
for low-rate wireless personal area networks (LR-WPANSs). The standard has been
used as a basis for different networks, e.g. ZigBee, ISA100.11a, WirelessHART and
6LoWPAN. The IEEE 802.15.4 defines two types of devices which can participate
in the network; a full-function device (FFD), which has full levels of functionality
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Fig. 1.7 General MAC frame structure [23]

Table 1.1 IEEE 802.15.4 frequency bands and data rates [23]

PHY (MHz) | Frequency Modulation Bit rate (kbps) | Symbol rate | Number of
band (MHz) (ksymbol/s) channels

868 868-868.6 BPSK 20 20 1

915 902-928 BPSK 40 40 10

2450 2400-2483.5 | O-QPSK 250 26.5 16

and can serve as a coordinator, and a reduced-function device (RFD) which has more
limited functionality.

The MAC layer has the following features: beacon management, channel access,
guaranteed time slots (GTS) management, frame validation, acknowledged frame
delivery, association and disassociation. The general MAC frame format is shown
in Fig. 1.7. The first field is frame control which is used to specify the frame type:
data frame, MAC command frame, ACK frame or beacon frame. Next, the sequence
number field is used to match the ACK frame and the addressing fields contain
addresses of source and destination of the MAC frame. The frame check sequence
(FCS) is a 16-bit cyclic redundancy check (CRC) used for error detection. The IEEE
802.15.4 defines two types of channel access mechanism: non-beacon enabled, which
uses un-slotted CSMA/CA, and beacon-enabled mode where slotted CSMA/CA is
used. The PHY layer provides the following services: activation and deactivation of
the radio transceiver, energy detection of current channel, LQI, channel selection,
clear channel assessment (CCA) and transmitting and receiving packets through the
wireless channel. The radio can operate at one of three free-licensed bands: 868 MHz
(Europe), 915 MHz (North America) or 2450 MHz (worldwide) as summarized in
Table 1.1.

1.3 Research Contributions

The contributions of this thesis are as follows:

1. A review of performance metrics, operating systems and simulators used to
evaluate and test the proposed congestion control mechanisms has been given.
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Numerous papers designing congestion- control algorithms and mechanisms for
WSNs and 6LoWPAN networks based on traffic control, resource control and
hybrid schemes have been reviewed. The aim of this review is to

e Highlight and discuss the differences between congestion- control mecha-
nisms in WSNs and 6LoWPAN networks and explains whether congestion
control approaches for WSNs are suitable and valid for 6LoWPAN networks.

e Give some potential directions in future work for designing a novel congestion
control mechanism, which should build upon the 6LoWPAN protocol stack
and its characteristics and take into account the IoT application requirements.

2. Analytical modelling of congestion for 6LoWPAN networks through Markov
chain and queuing theory has been performed. Also, a comprehensive congestion
analysis for 6LoWPAN networks through simulations and real experiments (using
10 CM5000 TelosB sensor nodes) with different scenarios and various parameters
has been conducted. The analysis results show that

e The majority of packets are lost due to buffer overflow as compared to channel
packet loss when congestion occurs.

e It is important to set the value of reassembly timeout parameter to a small
value within high data rate networks.

e There is a similar performance for simulation and outdoor experiments.
However, indoor experiment results have the same trend as simulation and
outdoor results but slightly different absolute values since parameters such
as nodes position, enclosed environment and interfering wireless signals (e.g.
Wi-Fi) influenced performance negatively.

3. A new RPL routing metric called Buffer Occupancy (BO) and a new RPL
objective function called Congestion-Aware Objective Function (CA-OF) have
been proposed. With BO and CA-OF, packets are forwarded through less con-
gested nodes and paths and therefore packet drops reduce highly. It is shown
that CA-OF performs better in the presence of congestion in terms of the num-
ber of lost packets, throughput, energy consumption and packet delivery ratio as
compared to the existing objective functions.

4. A congestion control game for mitigating congestion in 6LoWPAN networks
using non-cooperative game theory has been designed. The node’s payoff func-
tion is formulated to achieve the node demand (preference) for sending high data
rate (utility function) and the desirable fairness among leaf nodes according to
their priorities (priority cost function), while alleviating and mitigating conges-
tion in the network (congestion cost function). By using the formulated game,
we have proposed a novel and simple congestion control algorithm called game
theory based congestion control framework (GTCCF). The proposed framework
is aware of node priorities and application priorities to support the IoT applica-
tion requirements. It is shown that GTCCF improves packets loss, throughput,
end-to-end delay, energy consumption and weighted fairness index.

5. A new congestion alleviation algorithm called optimization- based hybrid con-
gestion alleviation (OHCA) is proposed. OHCA provides a hybrid solution to
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Fig. 1.8 Thesis contributions

the congestion problem in 6LoWPAN networks by combining traffic control and
resource control strategies to utilize the network resources effectively. The pro-
posed algorithm first applies the resource control strategy, which searches for the
non-congested path. If the resource control method cannot be applied, then the
traffic control strategy is executed to reduce the number of injected packets into
the network by using optimization theory. Thus, OHCA utilizes the advantages of
both strategies by bridging these two methods for congestion control and provid-
ing the optimal solution. Also, the proposed algorithm is aware of node priorities
and application priorities to support the IoT application requirements.

Figure 1.8 illustrates the major contributions of this thesis and how the chapters
are linked.
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1.4 Thesis Outline

The remainder of this thesis is organised as follows:

Chapter 2 provides a review of related work on congestion control in WSNs and
6LoWPAN networks. First, an overview of why, how and where congestion occurs
is provided and also how to solve congestion is explained. Then, information about
performance metrics used to evaluate the proposed congestion control schemes and
a short review of operating systems and simulators used to test and evaluate the
proposed algorithms in WSNs and 6LoWPAN networks are given. Next, the chapter
reviews numerous congestion control algorithms and mechanisms for WSNs and
6LoWPAN networks. Finally, this chapter discusses key issues addressed in the
previous work, gives directions for future work and draws conclusions.

Chapter 3 presents simulation environment setup and provides a comprehensive
congestion analysis for 6LoWPAN networks through analytical modelling, simula-
tions and testbed. First, the simulation setup used in the experiments (i.e. Contiki
OS and Cooja simulator) is presented as well as simulation parameters used in the
simulations are described. Second, an analytical modelling of congestion for 6LoW-
PAN is developed by using Markov Chain and Queuing Theory and it is validated
via simulation under various parameters and different scenarios. Third, an exten-
sive congestion analysis for 6LoWPAN networks through simulations with different
scenarios and various parameters is presented. Finally, a testbed-based congestion
analysis for 6LoWPAN with different scenarios (indoor and outdoor) and various
parameters is presented.

Chapter 4 introduces a new RPL objective function called congestion-aware objec-
tive function (CA-OF) which works efficiently when congestion occurs by selecting
less congested paths. First, a brief overview of RPL is given as well as a literature
review of related work about the proposed objective functions in RPL is provided.
Second, a new objective function with a new metric, buffer occupancy, is proposed.
Finally, The proposed objective function is tested and evaluated on three different
network scenarios through simulation and compared with three other objective func-
tions.

Chapter 5 presents a novel and simple congestion control mechanism called game
theory based congestion control framework (GTCCF) specially tailored for IEEE
802.15.4, 6LoWPAN networks. First, the congestion problem is formulated as a non-
cooperative game framework where the nodes (players) behave uncooperatively and
demand high data rate in a selfish way. Then, the existence and uniqueness of Nash
equilibrium is proved and the optimal game solution is computed by using Lagrange
multipliers and KKT conditions. Next, the implementation of the congestion control
game in 6LoWPAN networks is provided. Finally, The proposed congestion control
framework is tested and evaluated on different network scenarios through simulation
and compared with two other algorithms.

Chapter 6 presents a novel congestion control algorithm called optimization-based
hybrid congestion alleviation (OHCA), which combines traffic control and resource
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control strategies into a hybrid solution to utilize the positive aspects of each strategy
and efficiently use the network resources. First, the network setup and problem for-
mulation are introduced. Second, a multi-criteria optimization approach to combine
three routing metrics is used to develop a new objective function called MADM-OF
which addresses and solves the parent selection problem in 6LoWPAN networks
within congestion. Third, a new traffic control mechanism called NUM-TC is pro-
posed to adapt the source nodes’ sending rate by using the NUM framework and
optimization theory when the resource control strategy cannot be applied. Next, the
implementation of the hybrid congestion control algorithm in 6LoWPAN networks is
provided. Finally, the proposed algorithm is tested and evaluated on different network
scenarios through simulation and compared with a traffic control based algorithm
and a resource control based algorithm.

Chapter 7 concludes this thesis and briefly describes some future research directions
in the field of congestion control towards the Internet of Things.

1.5 List of Publications

The following publications have emanated from the work of this research:

e Journal Papers

1. Al-Kashoash HAA, Hafeez M, Kemp AH (2017) Congestion control for 6LoW-
PAN networks: a game theoretic framework. Published in IEEE Internet Things
J4(3):760-771. 10.1109/J10T.2017.2666269.

2. Al-Kashoash HAA, Kharrufa H, Al-Nidawi Y, Kemp AH, Congestion control
for wireless sensor and 6LoWPAN networks: toward the internet of things.
Submitted in Elsevier J Netw Comput Appl.

3. Al-Kashoash HAA, Amer HM, Mihaylova L, Kemp AH, Optimization based
hybrid congestion alleviation for 6LoWPAN networks. Accepted with Minor
Revisions in IEEE Internet J.

4. Al-Kashoash HAA, Hassen F, Kharrufa H, Kemp AH, Analytical modelling of
congestion for 6LoWPAN networks. Accepted with Minor Revisions in Elsevier
ICT Express J.

e Conference Papers

5. Al-Kashoash HAA, Al-Nidawi Y, Kemp AH (2016) Congestion analysis for
low power and lossy networks. Published in Wireless telecommunications sym-
posium (WTS). IEEE. 10.1109/WTS.2016.7482027.

6. Al-Kashoash HAA, Al-Nidawi Y, Kemp AH (2016) Congestion-aware RPL for
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Chapter 2 ®)
Background and Literature Review e

2.1 Introduction

This chapter presents a comprehensive literature review on congestion control for
WSNs and 6LoWPAN networks. The major contributions of this chapter are as
follows:

e It gives areview of performance metrics, operating systems and simulators used to
evaluate and test proposed congestion control mechanisms as well as explaining
which operating systems and simulators support the 6LoWPAN protocol stack.

e The chapter reviews popular papers designing congestion control approaches and
mechanisms for WSNs based on the congestion control method used to solve and
mitigate congestion: traffic control, resource control and hybrid schemes.

e This chapter highlights and discusses the differences between congestion control
mechanisms in WSNs and 6LoWPAN networks and explains whether congestion
control approaches for WSNs are suitable and valid for 6LoWPAN networks.

e Furthermore, this chapter gives some potential directions in future work for design-
ing a novel congestion control mechanism which should build upon the 6LoWPAN
protocol stack and its characteristics and take into account the IoT application
requirements.

e Recently, anumber of survey papers have focused on congestion control approaches
for WSNs only [1-10]. To the best of our knowledge, this is the first work that
provides a comprehensive review of the existing congestion control algorithms in
6LoWPAN networks.

The remainder of the chapter is organized as follows: Sect.2.2 gives a math-
ematical background about the techniques that employed in the thesis, e.g. game
theory and optimization theory. Section 2.3 provides an overview of why, how and
where congestion occurs and also explains how to solve congestion. Section2.4
provides information about performance metrics used to evaluate the proposed con-
gestion control schemes. Section2.5 gives a short review of operating systems and
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simulators used to test and evaluate the proposed algorithms in WSNs and 6LoWPAN
networks. In Sects. 2.6 and 2.7, we review numerous congestion control algorithms
and mechanisms for WSNs and 6LoWPAN networks, respectively. Section2.8 dis-
cusses key issues addressed in the chapter and gives directions for future work.
Finally, Sect.2.9 draws conclusions.

2.2 Mathematical Background

In this section, we provide some background on mathematical techniques which are
used and employed in Chaps. 5 and 6 to solve the congestion problem in 6LoWPAN
networks.

2.2.1 Game Theory

Game theory is a branch of applied mathematics and applied sciences. It has been
used in a variety of disciplines such as social sciences (e.g. economics), political
science, biology, computer science, philosophy and recently communication net-
works [11]. Game theory can be divided into two major groups: non-cooperative
and cooperative. If there is no negotiation or mediation between the players and they
select strategies independently from each other, then the game is non-cooperative;
otherwise, it is cooperative [12]. Here, we are focusing on non-cooperative game
theory. Non-cooperative game theory provides an analytical framework suited for
characterizing the interactions among several decision-makers (players) with par-
tially or totally conflicting interests over the outcome of a decision process which is
affected by their actions. It has three components: set of players, their strategies and
the payoff functions. Formally, non-cooperative game theory is defined as follows:

Definition 2.2.1 A non-cooperative game in strategic form is a triplet G = (M,
(S)kem, (Pr)kem), where

e M is afinite set of players,i.e. M = {1, ..., M}.

e S is the set of available strategies for player k.

e ¥, : SS — R is the payoff function for player k, with SS = [];_, Sk (Cartesian
product of the strategy sets).

When a player selects a strategy in a deterministic way with a probability of 1,
this strategy called ‘pure strategy’. However, a player may be able to select each
pure strategy with a certain probability which is the basis of the concept of a ‘mixed
strategy’. Many concepts are used for solving a non-cooperative game such as Nash
equilibrium which is the most accepted solution concept introduced by John Nash.
Nash equilibrium gives a strategy choice for all players such that no player can
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increase his payoff by changing its current strategy. Formally, Nash equilibrium is
defined as follows:

Definition 2.2.2 A pure strategy Nash equilibrium of a non-cooperative game
G = (M, (St)kem, (Pr)rem) is a strategy profile s* € S§ such that Vk € M we have
the following:

D (s, s = Psi, 575, 2.1

Vs, sk € Sk, S; # sk, Yk € M where s*, is the vector of strategies of all players
except player k.

2.2.2 Multi-attribute Decision-Making

Multi-attribute decision-making (MADM) is a discipline aimed for supporting
decision-makers which are faced conflicting alternatives to make an optimal deci-
sion. Decision-making process involves a series of steps: identifying the problems,
constructing the preferences, evaluating the alternatives and determining the best
alternative [13].

In order to deal with an MADM problem, the first step is to determine how many
attributes exist in the problem (i.e. identifying the problems). The attributes can be
classified into two main categories: cost attributes and benefit attributes. With cost
attributes, the lower value is better (e.g. delay); however, with benefit attributes, the
higher value is better (e.g. throughput). Next, we need to collect the appropriate
information in which the preferences of decision-maker can be correctly reflected
and considered (i.e. constructing the preferences). The third step is to build a set of
possible alternatives in order to guarantee that the goal will be reached (i.e. evaluating
the alternatives). The final step is to select an appropriate method to evaluate and
outrank the possible alternatives (i.e. determining the best alternative). There are
many common methodologies for MADM such as simple additive weighting (SAW),
the technique for order preference by similarity to ideal solution (TOPSIS), analytical
hierarchy process (AHP), grey relational analysis (GRA), etc. [14]. An MADM
problem with m alternatives and n attributes can be represented by a decision matrix
D as follows:

g .- gj ... Gn
riap) ... ri(@) ... ra(ar)
D r]('(li) rj(al) r,,(.a,-) ’ (22)

r1(@m) .. rj(am) ... rp(ay)

where r; (a;) represents the value of jth attribute for the ith alternative and g; repre-
sents the weight of jth attribute foralli =1,2,...,mand j =1,2,...,n.
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2.2.3 Network Utility Maximization

Network utility maximization (NUM) is a framework used for allocating the fair
amount of network resources (e.g. bandwidth) among the nodes in order to maximize
the overall network utility. The NUM was introduced by Kelly et al. [15] in 1998
for wired networks and it has already numerous applications in wired and wireless
network optimization [16]. NUM studies and formulates the problem of resource
allocation in the network as a constrained optimization problem. Consider a set of z
nodes shared a link with capacity of ¢ and each node, [, has a certain utility U;(\;)
when transmitting at rate );. The utility can be interpreted as the level of satisfaction
that a node profits when its transmission rate is ;. Many types of utility function are
commonly used such as exponential, logarithmic, linear and sigmoidal [17]. Using
NUM framework, the problem of allocating the link capacity, ¢, among z nodes can
be expressed as follows [18]:

Z
maxi/\mize Z Ui(\),
=1

Z

subjectto Y N <, (2.3)
=1
N=0, Vi=1,2,...,z

where A is a vector consisting of Ay, ..., A;, ..., Az,

2.3 Congestion in WSNs and 6LoWPANs

WSN is a network formed by a large number of sensor nodes that are spatially
distributed and organized to monitor physical and environmental conditions, e.g.
temperature, sound, vibration, pressure and light. As WSNs are connected to the
Internet through 6LoWPAN to form the IoT, the WSN applications are increasingly
varied and sensor nodes are everywhere in vehicles, smartphones, factories, building,
seas, forests, etc. [19]. Sensor nodes have limited resources with regard to memory,
computation capabilities, bandwidth and power supply. Due to these limitations and
constraints, the traditional congestion control schemes used on the Internet, i.e. TCP,
cannot be applied to WSNs and designing a new congestion control scheme is chal-
lenging [1]. Congestion occurs when many sensor nodes start to send their packets
concurrently at high data rate or when a node relays many flows across the network.
Congestion has a significant impact on quality of service (QoS) parameters and the
energy efficiency of sensor nodes [1]. Moreover, congestion increases packet loss,
degrades throughput and increases end-to-end delay.

In WSNs and 6LoWPAN networks, congestion occurs and is created at two
levels and positions: node-level congestion (buffer overflow) and link-level
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congestion (link contention and collision) [1, 2, 5, 10]. When the packet arrival
rate is higher than packet departure rate at a sensor node, buffer overflow occurs if
there is insufficient space to store the incoming packets. This leads to high packet loss
rate at the node and hence increases energy consumption. On the other hand, when
multiple nodes located in the same transmission range transmit simultaneously, link
congestion occurs where packets are lost due to interference. This reduces throughput
and increases the number of retransmission and, therefore, extra energy is consumed
due to packet retransmission.

Congestion control in wireless networks is treated differently from the techniques
and mechanisms used for wired networks [20]. In wired networks, an end-to-end
approach is typically used where source nodes receive congestion feedback from the
destination which is responsible for detecting congestion. In the end-to-end approach,
the congestion control mechanism exists on a source-to-destination basis and the
intermediate nodes do not take any action to alleviate congestion. On the other hand,
a hop-by-hop approach is widely used in wireless networks. The hop-by-hop scheme
operates on a node-by-node basis where loss recovery and congestion notification are
implemented locally at intermediate nodes which react immediately to congestion
occurrence [21]. As wireless links are unreliable, it is impractical to support an end-
to-end connection to transmit packets in wireless links [22]. Also, the major benefits
of the hop-by-hop approach are that it reacts to congestion occurrence much faster
than the end-to-end scheme. Therefore, the majority of congestion control algorithms
in WSNs and 6LoWPAN networks use the hop-by-hop approach.

The process of congestion control in WSNs and 6LoWPAN networks includes
three steps: congestion detection, congestion notification, and congestion control and
mitigation [1, 2, 10] as shown in Fig.2.1.

1. Congestion detection: This step refers to the process of detecting congestion
and specifying its location. Many congestion detection mechanisms have been
proposed and used in WSNs and 6LoWPAN networks, e.g. buffer occupancy,
channel load, combination of buffer occupancy and channel load, packet service
time, packet loss and delay [23].

e Buffer occupancy: Each sensor node has a buffer which is used to store
packets before they are transmitted to the wireless channel. When the buffer
occupancy exceeds a threshold value, a congestion alarm is raised. The buffer
threshold method is a simple and good indication of congestion. When the
buffer occupancy at intermediate nodes exceeds a threshold value, they send
back a notification message piggybacked with congestion information to the
source nodes.

e Channel load: It measures the packet load on the wireless channel. Channel
load or channel busyness ratio is the ratio of time intervals when the channel is
busy due to successful transmission or collision to the total time. The channel
load is measured by performing CCA function which responds with 0 or 1
when channel is free or busy, respectively. The frequency of busyness measures
and reflects the channel load level. However, sampling the wireless channel
by performing CCA increases energy consumption.
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Fig. 2.1 Congestion control steps

e Combination of buffer occupancy and channel load: In this method, the

above two schemes are combined and congestion is detected either at the
node’s buffer or in the wireless channel.

o Packet service time: It is the time interval between packet arrival at the MAC

layer and its successful transmission. It equals one-hop delay and covers packet
waiting time at the MAC layer and packet transmission time.

e Packet loss: This method is used if ACK is activated. When a sender does not

receive an ACK, it assumes that congestion occurs. However, packet loss can
be caused by packet errors rather than collision at the wireless channel.

e Delay: Itis the time since a packet is generated at the sender until its successful

reception at the next-hop receiver or the end point receiver. However, using
the delay as indicator for congestion may be misleading when radio duty cycle
(RDC) is applied at the MAC layer that causes long delay for the packets.

e Others such as difference between input and output traffic rates, packet inter-

arrival time, weighted moving average of queue length and traffic rate.
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2. Congestion notification: When congestion is detected, the congested nodes
should notify source nodes which nodes cause congestion in the network. The
congestion information is sent either implicitly or explicitly.

o Implicit notification: Using this method, the congestion information is pig-
gybacked in a data packet header or in ACK packets. This method avoids
injection of unnecessary overhead packets to the network which is already
congested.

o Explicit notification: In this method, extra overhead packets are sent by con-
gested nodes to inform other nodes about their congestion state. Using this
technique, the congestion condition is increased by injecting more overhead
packets into the network.

3. Congestion control: After the source nodes receive the congestion information,
actions should be taken to reduce and mitigate congestion in the network. Con-
gestion is solved and mitigated using two ways either rate adjustment (traffic
control) or selection of an alternative non-congested path (resource control) to
forward packets to destination nodes.

o Traffic control: In this method, congestion is controlled by reducing the num-
ber of injected packets into the network where source nodes reduce their send-
ing rate to a specific value. There are two approaches for traffic rate adaptation:
the window-based method and the rate-based method. In the window-based
technique, a source node checks the available bandwidth by slowly increasing
the congestion window. When congestion is detected, the congestion win-
dow is reduced significantly. An example of this method is additive-increase
multiplicative-decrease (AIMD) mechanism where the congestion window is
increased linearly and decreased exponentially after congestion occurs. In the
rate-based scheme, source nodes check and estimate the available bandwidth.
Then, they adjust sending rate based on the calculated available bandwidth.
An example of this method is the available bandwidth BW, equation used in
[24] as follows:

0 if ¢, > thy

BW, = -— . )
BW ((thy — cp)data/ T; if ¢, < thy

(2.4)

where BW is the transmission rate in bits per second for the data packet,
data is the average payload size measured by the channel occupancy time (in
second), T is the average time of successful transmission at the MAC layer (in
second), cp, is channel busyness ratio and ¢4, is channel occupancy threshold
(e.g. 92%). However, in case of event-based and time-critical applications
where packets carry very important information that should be delivered in
time, reducing the valuable data rate is not desirable and impractical.

e Resource control: To avoid the drawback of the traffic control scheme (i.e.
reducing the valuable data rate in time-critical applications), an alternative
method called resource control is used. In this method, when congestion
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occurs, packets are forwarded to destination nodes through alternative uncon-
gested paths without reducing the sending rate. The packet delivery ratio with
this scheme is higher than in case of the traffic control method.

e Hybrid scheme: Some algorithms combine the above two methods to mitigate
congestion in the network. The algorithm first searches for uncongested paths
to forward packets using the resource control method. If the uncongested
paths are available, then the resource control method is executed. Otherwise,
the sending rate is reduced by applying the traffic control method.

4 Performance Evaluation Metrics

Performance evaluation is used to determine the effectiveness and efficiency of the

proposed algorithms and protocols. The common performance metrics used by con-
gestion control approaches in WSNs and 6LoWPAN networks are energy tax, nor-
malized reliability, energy consumption, throughput, Jain’s fairness index, latency,
buffer drop rate, packet loss rate, queue length, packet delivery ratio, source rate and

fidelity index. A brief description of these metrics is given next.

Energy tax is the ratio between the total number of dropped packets and the total
number of received packets at the sink node [25]. As packet transmission and
reception consume the main portion of a node’s energy, the number of dropped
packets per received packet directly indicates the energy efficiency.
Normalized reliability is defined as the ratio between the number of received
data packets in an interval at sink node to the number of data packets required for
reliable event detection [26].
Energy consumption is the total amount of spent energy due to communication
including transmission, reception, idle state and sleep state. This metric is an
indication of the energy efficiency of the algorithms [24].
Throughput is the total number of successfully received bits at sink node per unit
time (typically every second) [24]. Some papers count the total number of packets
received by the server (sink node) and call it goodput [27].
Jain’s fairness index is an indication of fair allocation of network resources (e.g.
bandwidth) among nodes in the network, e.g. the sink node receives equal number
of packets from each node [27-29] as follows:

n 2

]
i=1

n Z(fh[)z
i=1

Jain’s fairness index = (2.5)

where th; is throughput of node i and n is the number of nodes such that Jain’s
fairness index € [0, 1].
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Some papers use weighted fairness index to achieve different throughputs accord-
ing to nodes’ priority and importance [30, 31] as follows:

n 2
|: fhipi:|
=

n ’

n ) (th;p;)?
i=1

Weighted fairness index = (2.6)

where p; is the priority of node i such that weighted fairness index € [0, 1].

e Latency is the amount of time measured from the application-level packet transmit
on the node to the moment at which the final destination receives the packet [29].
Some papers call it end-to-end delay [32]. Some algorithms are evaluated using
hop-by-hop delay which is the time from a child node to its parent (one hop only)
[33].

e Buffer drop rate (queue loss ratio): This metric measures the probability that
a packet will be dropped due to buffer overflow [29, 34]. Some papers call it
rejection rate [35]. This metric does not take into account the wireless channel
loss [36].

e Packet loss rate (packet loss ratio) is the ratio between the total number of lost
packets and the total number of sent packets in the network [28]. Some papers call
it loss probability [35]. This metric takes into account the total number of lost
packets due to buffer overflow and wireless channel loss [32, 37].

e Queue length (queue level): This metric shows the average number of packets
stored in the nodes’ buffer over time [38, 39].

e Packet delivery ratio is the ratio between the number of successfully received
packets at the sink node to the total number of sent packets in the network
[28, 40]. Some papers call it packet reception rate [33, 38].

e Source rate is the total number of packets generated by source nodes per second
[24, 41].

e Fidelity index is the ratio between the actual number of delivered packets per unit
time to applications and the required (desired) number of packets per unit time
received by the applications [42].

e Others such as control overhead packets [34, 35, 41], network efficiency
[29, 43] and hop count [34, 44, 45].

2.5 Operating Systems and Simulators for WSNs
and 6LoWPANs

It is very important to choose an appropriate tool for testing, analysing and evalu-
ating a proposed algorithm performance. Real testbeds provide a better option for
studying behaviour of the proposed algorithm in realistic environments and scenar-
ios. TinyOS and Contiki OS are an excellent choice to examine and evaluate the
proposed mechanisms as they are real, widely used operating systems supporting
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Fig. 2.2 Operating systems and simulators for WSN and 6LoWPAN networks

the 6LoWPAN protocol stack and the IoT. However, testing and evaluating through
a real testbed is costly, time-consuming and debugging challenge. Therefore, sim-
ulators are good alternatives that provide effective, low-cost, scalable, time-limited
and ease-of-implementation tools. It is vital to choose a simulator that supports the
6LoWPAN protocol stack and the IoT, e.g. TOSSIM, Cooja and ns-3. Sometimes,
TOSSIM and Cooja are considered emulators as they execute the same code on real
motes [46].

Operating systems, testbeds and simulators are effective tools to evaluate the
performance of proposed algorithms and mechanisms. Many real operating systems
and simulators exist that support WSNs and the 6LoWPAN protocol stack such as
TinyOS, Contiki OS, TOSSIM, Cooja, ns2, ns-3, Prowler, OPNET and OMNET++
as shown in Fig.2.2. A short review of these operating systems and simulators used
by researchers to evaluate the performance of congestion control algorithms in WSN's
and 6LoWPAN networks is given below.

e TinyOS [47] is a tiny, flexible, open-source operating system designed for
low-power, embedded, wireless devices. It was developed at the University of
California in Berkeley. TinyOS and its programs are written in NesC (network
embedded system C). TinyOS uses an event-driven programming model where
the user applications are composed of three components: commands, events and
tasks. One of the strengths of TinyOS is its support for a wide range of hard-
ware platforms. TinyOS supports the 6LoWPAN protocol stack through BLIP
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(Berkeley Low-power IP stack) which is the TinyOS implementation of a number
of IP-based protocols, e.g. TinyRPL.

e Contiki OS [48] is an open-source operating system for the IoT where Contiki OS
connects tiny, low-cost, low-power networked devices to the Internet. Contiki OS
was the first operating system that provides IPv4 and IPv6 connectivity for sensor
nodes [49]. Contiki was developed at the Swedish Institute of Computer Science by
Adam Dunkles. A running Contiki OS consists of an event-driven kernel, libraries,
program loader and a set of processes. A Contiki system is partitioned into two
parts: the core, which consists of the kernel, the program loader, communication
stack and device drives, and loaded programs which are loaded into the system
by the program loader. Contiki OS supports three communication stacks: ulP
TCP/IP, ulPv6 and Rime. The first two stacks provide IPv4 and IPv6 networking
respectively, while the Rime stack is a set of lightweight protocols which are
designed for low-power wireless networks. Also, Contiki OS provides a runtime,
network-level, power profiling system called Powertrace [50] which uses state
tracking to estimate and measure the energy consumption of each node and it is
accurate up to 94%.

Contiki OS has a set of unique features that can be summarized as follows [51]:

— Contiki provides low-power Internet communication for constrained and limited
resource devices, e.g. UDP, TCP and HTTP. Contiki supports IPv4 and IPv6
standards as well as the recent IETF low-power standard protocols such as
6LoWPAN, RPL and CoAP.

— Contiki runs on a wide range of low-power wireless devices such as micaz, sky,
seed-eye, msb430, cc2530dk, z1, win32, sensinode, wismote, etc.

— Contiki is open-source software and its full source code is free.

— Contiki OS uses a programming mechanism called protothread which is a low-
overhead mechanism for concurrent programming [52].

— Contiki provides a lightweight flash file system called Coffee where programs
can be opened, closed, read and written to an external flash.

— Contiki has a network simulator called Cooja which provides a simulation envi-
ronment for large-scale networks with developing and debugging software.

— Other features are efficient memory allocation, power consumption awareness,
supporting dynamic module loading and running in a small amount of memory
(10k RAM and 30k ROM).

e RIOT OS [53] is an open-source operating system designed and developed by an
international community of companies, academia and hobbyists for the particular
requirements of the IoT scenarios. It considers devices with minimal resources but
eases development across a wide range of devices. RIOT OS implements a micro-
kernel architecture inherited from FireKernel [54] that supports multi-threading
with standard application programming interface (API). Also, RIOT OS supports
C and C++ programming languages for enabling powerful libraries and providing
a TCP/IP network stack. RIOT OS runs on several platforms including embedded
devices, e.g. TelosB, Zolertia Z1, Arduino Due, etc., as well as personal computers.
RIOT OS supports 6LoWPAN protocol stack, openWSN and Arduino APIL.
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e TOSSIM [55] is a discrete-event simulator for TinyOS sensor networks. It is used
for compiling a TinyOS application for the TOSSIM simulation framework rather
than for a real sensor node implementation. This allows users (researchers) to
examine, test and debug their algorithms and mechanisms in a controlled environ-
ment. TOSSIM includes models for the CPU, clocks, timers and radio components.
However, TOSSIM does not model the real environment and it provides a radio
abstraction of directed independent bit errors between two nodes. Independent
bit errors mean longer packets have a higher probability of corruption and each
packet’s loss probability is independent. Also, it does not model the energy con-
sumption and it supports only one hardware platform model (MicaZ).

e Cooja [56] is a cross-level, flexible Java-based simulator designed for simulating a
network of sensor nodes which run Contiki OS [56]. Cooja simulates the operation
of different types of real sensor motes such as Tmote Sky, Z1, WiSMote, MicaZ and
ESB (embedded sensor board). Tmote Sky is used in our simulations and also in our
demonstration tests. Cooja allows for simultaneous simulation at three different
levels: application level, operating system level and machine code instruction level.
Cooja implements a number of wireless channel models such as Unit Disk Graph
Medium (UDGM)-Distance Loss and Directed Graph Radio Medium (DGRM).
UDGM-Distance Loss is used in our simulation since interference is considered
[57]. In UDGM-Distance Loss, the transmission range is modelled as a disk where
all nodes inside the disk can transmit and receive packets with probability of
SUCCESS_RATIO_TX and SUCCESS_RATIO_RX, respectively. Cooja has a
very useful tool for development and debugging called TimeLine which shows the
timeline for each node [58]. Timeline shows the power state of the node’s radio
transceiver: white indicates off, grey indicates on, blue indicates transmission and
green indicates reception. Also, red is used to show radio interference when two
or more simultaneous transmissions of nodes occur. However, the limitation of
Coojais that when the number of nodes exceeds the allowable limit, the simulation
time becomes very long. Table 2.1 shows the simulation parameters used in our
simulations and tests.

e ns2 [59] is a discrete-event open-source simulator and it is one of the most popular
network simulators. It provides a wide range of IP protocols, e.g. TCP/IP, routing
and multicast protocols. It has an object-oriented design which allows users to
design and implement new protocols. Also, it has an animation tool called network
animator (Nam) used for viewing and visualizing packet traces and protocols
behaviour. However, it has not been designed specially for WSNs as well as it
does not support the 6LoWPAN protocol stack.

e ns-3 [60] is an object-oriented open-source simulator similar to ns2. It was devel-
oped to replace its predecessor ns2. ns-3 provides a powerful tool for network
modelling and optimization. It includes TCP/IP, IPv6, routing, IEEE 802.11, IEEE
802.15.4, WiMAX and Wi-Fi. Also, it supports the 6LoWPAN protocol stack.

e Prowler [61] is an event-driven probabilistic simulator developed for wireless
networks. As it runs under the MATLAB environment, it provides a fast and easy
way for prototyping applications. Prowler can run in two modes: deterministic and
probabilistic. Also, it models the important aspects of all levels of the communica-
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Table 2.1 Simulation

parameters Parameter Value
Ratio model UDGM—distance loss
Node type Tmote Sky
Transmission range 50m
Interference range 100m

tion channel and application, e.g. radio channel and MAC layer. However, it does
not consider and support the 6LoWPAN protocol stack.

e OPNET [62] is a commercial, generic, event-based simulation tool and it supports
the C and Java programming languages. It contains a huge library of accurate mod-
els of commercial network hardware and protocols. Also, it supports a wide range
of communication systems from local area networks to global satellite networks.
OPNET provides powerful tools for building models, executing simulations and
analysing output results. However, OPNET does not support the 6LoWPAN pro-
tocol stack.

e OMNET++ [63] is an open-source, modular, discrete-event, C++ based simulator
for modelling communication networks. OMNET++ provides deep analysis of
network activities at packet level. An OMNET++ model consists of modules which
communicate through message passing where simple modules can be grouped into
compound modules in a hierarchical fashion with unlimited levels using a high-
level language called network description (NED). However, OMNET++ was not
designed specially for WSNss and it does not support the 6LoWPAN protocol stack.
Recently, Kirsche and Hartwig [64] have developed a 6LoWPAN simulation model
for OMNET++ by integrating Contiki’s implementation into OMNET++.

2.6 Congestion Control Algorithms for WSNs

Numerous methods and different algorithms have been proposed in the congestion
control literature for managing and mitigating congestion in WSNs. In this section,
a discussion and review of algorithms according to the congestion control method
(traffic control, resource control and hybrid scheme) as well as how each algorithm
works are given.

2.6.1 Traffic Control Algorithms

This subsection reviews congestion control mechanisms which are based on the
traffic control method where the source traffic rate is adjusted to reduce the number
of injected packets into the network and, therefore, congestion can be mitigated.
Table 2.2 summarizes these algorithms.
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In [25], Wan et al. proposed a congestion control algorithm called congestion
detection and avoidance (CODA). The proposed scheme consists of three mecha-
nisms: receiver-based congestion detection, open-loop hop-by-hop backpressure and
closed-loop multi-source regulation. CODA detects congestion by combining present
and past channel loading conditions and buffer occupancy at each receiver. When a
node detects congestion, it broadcasts backpressure messages which are propagated
upstream towards sources. Every node receives the backpressure message, and it
decides whether to broadcast the message again or not, based on network conditions.
When a source node receives a backpressure message, it regulates its rate based on
the maximum theoretical throughput of the channel. When the source event rate is
less than a fraction of channel throughput, the source regulates itself. Otherwise, if
the value of source rate is higher than the fraction, the closed-loop control is triggered
where the sink node regulates the source rate.

CODA has been tested through real experiments using a small sensor network
testbed with TinyOS and through simulations using a packet-level simulation. Real
and simulation results show that CODA reduces the average energy tax with minimal
fidelity penalty as compared to open-loop congestion control strategy and without
congestion control.

In [26], Sankarasubramaniam et al. proposed a new reliable transport scheme for
WSN called event-to-sink reliable transport protocol (ESRT). The proposed algo-
rithm includes a congestion control scheme for achieving reliability and
saving energy. ESRT defines five characteristic operating regions in the network:
No congestion, low reliability (NC, LR), no congestion, high reliability (NC, HR),
congestion, high reliability (C, HR), congestion, low reliability (C, LR), and optimal
operation region (OOR). The aim of ESRT is to identify the current region and move
the network to OOR region. ESRT detects congestion by monitoring sensor nodes’
buffer occupancy. Each node, which has buffer overflow, informs the sink node by
setting the congestion notification bit in the header of succeeding packets. ESRT
operation is based on the achieved reliability and congestion condition in the net-
work. If the reliability is lower than a specific value, the sink adjusts the reporting rate
of sensor nodes to achieve the required reliability level. Otherwise, if the reliability
is higher than the threshold value, the sink reduces the reporting rate to save energy
as much as possible while getting the target reliability.

ESRT has been tested through analytical modelling and simulation using ns2
simulator. Analytical and simulation results show that ESRT satisfies the required
reliability and converges to state OOR regardless of the initial network state.

In [29], Hull et al. proposed a congestion control mechanism called Fusion which
combines three techniques: hop-by-hop flow control, rate limiting source traffic and
a prioritized MAC protocol. Fusion uses the implicit congestion notification scheme
by setting a congestion bit in the header of every outgoing packet. The first technique,
hop-by-hop flow control, has two components: congestion detection and congestion
mitigation. The proposed algorithm detects congestion by monitoring a node’s queue
size. If the free space in the queue is less than a specific value, the congestion bit
of outgoing packet is set. Congestion mitigation is a mechanism which throttles
transmission of upstream nodes to prevent the queue of their parent nodes from
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overflowing. When a node receives a packet in which the congestion bit is set, it
stops sending packets to its next-hop node. In the second technique, rate limiting
is used. Here, each node listens to its parent traffic to estimate the total number of
sources, N, which are forwarding through its parent. Then, a token bucket scheme is
used to regulate each node’s sending rate. A node accumulates one token every time
it hears its parent forward N packets, up to a maximum number of tokens. The node
is allowed to send only when its token count is above zero where each transmission
costs one token. The third technique, a prioritized MAC layer, gives congested nodes
priority over uncongested nodes for access to the wireless channel.

Fusion has been tested and evaluated under a 55-node network testbed with
TinyOS using event-based and periodic data traffic. The proposed algorithm is
compared with no congestion control, buffer occupancy-based congestion control,
channel sampling-based congestion control, and combined buffer occupancy- and
delay-based congestion control. The experimental results show that Fusion achieves
high throughput and fairness at high offered load as compared to other algorithms.

In [39], Rangwala et al. proposed an interference-aware fair rate control algorithm
(IFRC) to allocate fair and efficient transmission rate to each node. IFRC comprises
three components: congestion level measurement, congestion information sharing
and rate adaptation using the AIMD scheme. IRFC measures congestion level using
an exponentially weighted moving average of the queue length. If the average queue
length exceeds a certain threshold value, congestion occurs in the node. When a
node detects congestion, it shares its congestion state with other potential interferers
by sending its queue length explicitly. After congestion information is shared, the
AIMD rate adaptation algorithm is executed where the node halves its rate.

IFRC performance has been evaluated through a 40-sensor node network testbed
with TinyOS. The experimental results show that IFRC reduces packet loss rate by
30% and prevents packet drop due to buffer overflow.

In [30], Wang et al. proposed an upstream congestion control scheme called
priority-based congestion control protocol (PCCP) that utilizes a cross-layer opti-
mization and imposes a hop-by-hop approach to control congestion. The proposed
algorithm comprises three components: intelligent congestion detection, implicit
congestion notification and priority-based rate adjustment. PCCP detects congestion
periodically based on packet inter-arrival time and packet service time at the MAC
layer. After congestion is detected, the congestion information is piggybacked in the
header of data packet and sent to other nodes. Each sensor node uses a priority-based
rate adjustment where each node is assigned a priority index. The rate adjustment
is based on congestion degree and node priority index. PCCP is designed to support
single-path routing and multipath routing scenarios.

PCCP has been evaluated through simulation within a 7-node network under
single-path and multipath routing scenarios. Also, PCCPis compared with congestion
control and fairness algorithm (CCF) [65]. Simulation results show that the proposed
algorithm achieves high link utilization and therefore PCCP reduces packet loss,
improves energy consumption and reduces packet delay as compared to CCF.

In [31], Zawodniok and Jagannathan developed a decentralized predictive con-
gestion control algorithm (DPCC) for WSNs. The proposed algorithm comprises
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two schemes (adaptive flow and adaptive CSMA back-off interval selection) that
work in concert with a distributed power control (DPC). DPCC detects congestion
using buffer occupancy and channel quality which is predicted by channel estima-
tor algorithm. DPCC uses weights associated with flows to ensure fairness during
resources allocation when congestion occurs. The DPCC operation is summarized
in the following steps:

1. When congestion is detected, the rate selection algorithm is executed at the
receiver to calculate the appropriate rate based on the predicated channel state.

2. The available bandwidth is allocated for the flows based on their weights to ensure

fairness.

. DPC and rate information are exchanged between nodes on every link.

4. Atthe sender,a CSMA back-off interval is selected based on the assigned outgoing
rate.

5. The dynamic weight adaptation algorithm is used for further throughput and
fairness enhancement.

(O]

DPCC is assessed and evaluated by MATLAB and ns2 simulator under tree topol-
ogy network and compared with CODA [25]. Simulation results show that DPCC
increases throughput, network efficiency and energy saving, and DPCC guarantees
the targeted QoS as compared to CODA.

In[41], Sheu and Hu developed a hybrid congestion control protocol that takes into
account the packet delivery rate and buffer size as congestion indication. Each node
uses its current remaining buffer size and its flow rate to determine its congestion
degree which reflects the current congestion level. The congestion information is
exchanged among neighbours periodically every a specific period time. When a
node receives the congestion degree from its neighbouring nodes, it calculates its
traffic rate and updates its congestion degree. If the updated congestion degree is
greater than or equal to 0, the node does nothing. Otherwise, it suppresses the data
rate of its children nodes.

The proposed algorithm has been tested by ns2 simulations with 5000 nodes,
which are randomly placed in an area of 1000 m x 1000 m, and compared with
aggregate fairness algorithm (AFA) [66] and lightweight buffer management based
congestion avoidance scheme [67]. Simulation results show that the proposed proto-
col has better performance in terms of throughput and packet drop rate than others.

In [68], Monowar et al. proposed a multipath congestion control mechanism for
heterogeneous data originating from a single node. The proposed algorithm assumes
that each node hosts multiple applications where each application has an individual
priority. Also, each node has multiple parents at the same time and each application
forwards its data packets to a single parent. The proposed algorithm uses the packet
service ratio, which is the ratio of average packet service rate and packet scheduling
rate, to detect the congestion level. Each node notifies other nodes by piggybacking
the congestion information (packet service rate, number of child nodes and packet
scheduling rate) in its packet header. A hop-by-hop rate adjustment is used to update
the output rate of a node by adjusting the scheduling rate.



2.6 Congestion Control Algorithms for WSNs 35

The proposed mechanism has been evaluated through simulation with 200 nodes
which are randomly deployed in an area of 100 m x 100 m and each node hosts
three applications for sensing temperature, pressure and seismic. Simulation results
show that the proposed algorithm achieves the desired throughput according to the
application priority and reduced packet drop rate.

In [24], Yin et al. proposed an algorithm called fairness-aware congestion control
(FACC) which controls congestion and satisfies a fair bandwidth allocation for dif-
ferent flows. The authors categorize all intermediate nodes into near-source nodes
and near-sink nodes. The near-source nodes maintain a per-flow state and allocate
a fair bandwidth share. On the other hand, the near-sink nodes do not maintain a
per-flow state and use a lightweight probabilistic dropping algorithm. When a near-
sink node drops a packet, the node sends a warning message (WM) back to the
near-source nodes. Once the near-source nodes receive the message, they calculate
and allocate the fair rate share for each passing flow. After that, the near-source
nodes send a control message (CM) to notify the source nodes of the updated send-
ing rate. The near-source nodes implement fairness-aware transmission rate control
based on available channel bandwidth, the arrival rate of each flow and the number of
active flows for the node. On the other hand, the near-sink nodes implement a simple
transmission control mechanism based on queue occupancy and hit frequency.

FACC has been evaluated by using ns2 simulation and compared with no conges-
tion control and CODA [25]. Simulation results show that the proposed algorithm
has better performance than other schemes in terms of packet loss, energy efficiency,
channel utilization and fairness.

In [38], Wan et al. proposed a cross-layer active predictive congestion control
scheme (CL-APCC) for improving network performance. The proposed algorithm
is based on IEEE 802.11 which is revised according to waiting time, the number
of neighbouring nodes and the original priority of data packets. The revised IEEE
802.11 dynamically adjusts the sending priority of anode. The CL-APCC operation is
based on the node’s buffer occupancy, data flow trends of the local network, network
condition and node rate within the current period. CL-APCC predicts the input and
output rates of node within the next period based on a queuing theory concept to
avoid congestion.

CL-APCC has been evaluated and tested through simulation with VC++ under
randomly deployed 100-node network. The simulation results show that CL-APCC
improves received packet ratio of sink nodes, network lifetime and fairness as com-
pared to no congestion control.

In [69], Wang and Liu proposed a protocol called upstream hop-by-hop congestion
control (UHCC) based on cross-layer design. The proposed algorithm comprises two
components: congestion detection and rate adjustment. To detect congestion, each
node determines its congestion index (CI) based on unoccupied buffer size and traffic
rate at the MAC layer. Based on CI value, the traffic transmission rate and local source
traffic priority are updated. The congestion information is piggybacked in the header
of a packet.

UHCC has been tested under a simple tree topology network within 11 nodes
and compared with PCCP [30] and CCF [65]. The simulation results show that the
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proposed algorithm achieves higher throughput, better priority-based fairness and
reduced packet loss than other algorithms.

In [43], Lee and Jung proposed a new congestion control scheme called adaptive
compression-based congestion control technique (ACT) for packet reduction when
congestion occurs. The compression methods used in ACT are discrete wavelet trans-
form (DWT), adaptive differential pulse code modulation (ADPCM) and run-length
coding (RLC). In the source node, ACT first transforms the data from time domain to
frequency domain using ADPCM to reduce data range. Next, RLC is used to reduce
the number of packets. Next, DWT is used for priority-based congestion control as
DWT classifies data into four different frequency groups. RLC generates a smaller
number of packets for low priority data. In the intermediate node, ACT reduces the
amount of packets by increasing the quantization step size of ADPCM when con-
gestion occurs. Also, queue is operated adaptively according to congestion state and
queue state.

ACT has been evaluated and tested using TinyOS and TOSSIM simulator and
compared with CODA [25] and congestion-aware rate-controlled reliable transport
algorithm (CRRT) [70]. The simulation results show that ACT increases network
efficiency, guarantees fairness to nodes and increases throughput of sink nodes as
compared to other algorithms.

In [71], Brahma et al. developed a distributed congestion control algorithm for
tree-based communication in WSNs. The proposed algorithm assigns a fair rate to
each node where a node monitors its aggregate output and input traffic rates. Based
on the difference, the node decides whether to increase or decrease the transmission
rates of itself and its children nodes. The proposed algorithm provides fairness among
flows in the network using two separated modules to control utility of the network and
fairness. The utilization controlling module computes the total increase or decrease
in traffic rate. The fairness module decides on how exactly to divide the total change
in traffic rate required among flows.

The proposed algorithm is implemented by using an event-driven packet-level
simulator and tested under 10 nodes x 10 nodes grid. The simulation results show
that the proposed algorithm achieves high goodput and attains the desired fairness.

In [72], Heikalabad et al. proposed an algorithm called dynamic prediction con-
gestion control (DPCC). The proposed algorithm comprises three components: back-
ward and forward node selection (BFS), predicative congestion detection (PCD) and
dynamic priority-based rate adjustment (DPRA). A node selects its forward node
based on the received rate adjustment values from its forwarded nodes. The node
selects one as a forward node which the received rate value from it is maximum.
Then, the node sends notification to the selected forwarded node. DPCC detects con-
gestion by combining the node’s unoccupied buffer size and traffic rate at the MAC
layer to form Congestion Index (CI). DPCC adjusts the traffic rates of the backward
nodes according to CI and total traffic priority.

DPCC has been evaluated through simulation with a network of 10 nodes under
IEEE 802.11 MAC protocol. Simulation results show that DPCC improves through-
put and fairness as compared to PCCP [30].
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In [28], Deshpande et al. proposed an algorithm called differed reporting rate
(DRR) that controls congestion in WSNs. They develop a mathematical model to
control the flow of data packets through the network. The proposed algorithm has
three mechanisms which are congestion detection, congestion notification and report-
ing rate adjustments.

DRR works as follows: each node periodically checks its buffer occupancy. If
the buffer occupancy is above a threshold value which is 80, then it sets a conges-
tion notification bit and sends a choke packet, which contains the current buffer
length, to a previous node that forwards its packets through it. The node that
receives this message updates its flow rate by using the mathematical equation as
updated flow rate = 51.5 In(current buffer length) — 85.56. However, when a node
records its buffer occupancy below 60, this node resets the congestion notification
bit and sends the choke message to its previous node that may increase its flow rate.

DRR has been tested by using the ns2 simulator with a chain and random network
topologies in an area of 1000 m x 1000 m. For the chain topology, there are six
sensor nodes with 2J each and three seconds simulation time whereas 26 sensor
nodes with 2J and 10s simulation time for the random topology. Simulation results
illustrate that DRR has a high packet delivery ratio, low packet loss ratio and low
energy consumption for both topologies.

In [32], Jaiswal and Yadav proposed a new algorithm called fuzzy-based adaptive
congestion control (FBACC) to detect congestion and regulate it in WSNs. They
develop a new fuzzy logic controller for estimating congestion and adapting the
traffic rate. The proposed algorithm uses buffer occupancy, participants and traffic
rate as inputs for the fuzzy logic controller and transmission rate as output. When a
node detects the congestion, the congested node sends a notification message to its
neighbouring nodes to regulate the transmission rate.

FBACC has been tested and evaluated using MATLAB. The proposed algorithm
is compared with ESRT [26], fuzzy logic-based congestion estimation algorithm
(FLCE) [73], and congestion control scheme based on fuzzy logic (CCSFL) [74] in
terms of congestion detection, packet loss, end-to-end delay and energy. Simulation
results show that FBACC has a better performance than these algorithms. However,
as the sensor node has very limited computation capabilities, it is very difficult to
implement and execute the fuzzy logic controller on the sensor node.

2.6.2 Resource Control Algorithms

In this category of algorithms, resource control is applied to alleviate congestion
by distributing network traffic through different paths or forwarding data packets
to their final destination through less congested paths. Table 2.3 summarizes these
mechanisms.

In [42], Kang et al. proposed a resource control-based algorithm called topology-
aware resource adaptation strategy (TARA) to alleviate congestion. The proposed
scheme detects congestion by combining buffer occupancy and channel load. TARA
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Table 2.3 Resource control algorithms in WSNs

2 Background and Literature Review

Algorithm Congestion Congestion Implementation/ | Evaluation Compared with
detection notification (number of metrics

nodes)

TARA [42] Buffer Explicit Simulation Fidelity index No CC, traffic
occupancy and (ns2)/(81 nodes) | and energy control and
channel load consumption resource control

TADR [75] Buffer - Simulation Receiving MintRoute
occupancy (TOSSIM)/(999 | packets rate, algorithm of

nodes) throughput ratio | TinyOS [76]
and energy
efficiency

QoS adaptive Packet Implicit Simulation/(50 | Average queue | No CC and CCF

cross-layer CC | inter-arrival nodes) length and [65]

[77] time/packet energy
service time

HTAP [33] Buffer Implicit Simulation Received No CC, TARA
occupancy (Prowler)/(100 | packets ratio, [42] and

nodes) throughput, SenTCP [78]
hop-by-hop
delay and
energy
consumption

DAIPaS [79] Buffer Implicit Simulation Received No CC, TARA
occupancy and (Prowler)/(100 | packets ratio, [42] and HTAP
channel load nodes) throughput, [33]

hop-by-hop

delay and

end-to-end delay

CATree [80] - - Simulation End-to-end Star, tree and

(OPNET)/(60 delay, sink bit mesh topologies
nodes) error rate, sink

packet loss ratio

and sink bit

errors per packet

activates appropriate sensor nodes whose radio is off (sleeping nodes) to construct
a new topology that has enough capacity to handle the increased traffic. A channel
capacity model has developed to estimate the end-to-end throughput of different
topologies and the model is based on a graph-colouring problem. When a node
detects that its congestion level is higher than a threshold value, it should quickly
locate two important nodes: distributor and merger. Then, an alternative path can be
established that starts at the distributor and ends at the merger. The distributor shares
the incoming traffic between the original path and the alternative path, whereas the
merger combines the two flows.

TARA has been evaluated through simulation using ns2 simulator on an 81 node
network and compared with no congestion control, traffic control and resource con-
trol. Simulation results show that TARA performs very close to an ideal offline
resource control in terms of energy saving and fidelity satisfaction as compared to
other schemes.
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In [75], He et al. proposed a traffic-aware dynamic routing algorithm (TADR)
to forward packets around the congestion areas and distribute heavy traffic along
multiple paths. The basis of TADR is to construct two independent potential fields
using depth and queue length. These two fields are combined into a hybrid potential
field to dynamically make routing decisions. The potential queue length field provides
a traffic-aware solution and the depth field provides the basic routing backbone to
route the packets to the sink. When a queue length is higher than a certain threshold
(i.e. congestion occurs), the packets are routed along other suboptimal paths.

TADR has been evaluated through simulation by using TinyOS and TOSSIM
simulator. Simulation results show that TDRA achieves its objectives and improves
network throughput as compared to a benchmark routing protocol with minimum
overhead packets.

In [77], Rahman et al. proposed a new QoS adaptive cross-layer congestion
control approach to support QoS guarantee for different application data. The pro-
posed scheme detects congestion based on the ratio between packet inter-arrival time
and packet service time at the MAC layer; the ratio is called congestion scale. An
implicit congestion notification method is used to notify other nodes about conges-
tion status. Two congestion control mechanisms are proposed to mitigate congestion:
short-term and long-term congestion control. The short-term congestion control is
used to remove short-term congestion; when a node detects congestion, its child
node distributes the real-time traffic into its alternative parent (path). If the short-
term scheme cannot avoid congestion, the long-term congestion control is carried
out where intermediate nodes periodically send congestion information as a back-
pressure message. When a source node receives the message, it applies the short-term
congestion control mechanism.

The proposed algorithm has been evaluated through simulation on a 50-node net-
work and compared with no congestion control and CCF [65]. Simulation results
show that the proposed scheme improves network throughput, average queue occu-
pancy and energy consumption as compared to others.

In[33], Sergiou et al. developed a new algorithm called hierarchical tree alternative
path (HTAP) for congestion control in WSNs. The proposed algorithm uses the
resource control method and solves the congestion problem by creating dynamic
alternative paths from the source node to the sink node. The main features of HTAP
are its topology control scheme where each node builds its local minimum spanning
tree and each node is able to recognize deadlocks.

HTAP has four steps which are topology control, hierarchical tree creation, alter-
native path creation and handling of powerless nodes. In the first step, each node
builds its neighbouring table by using the local minimum spanning tree algorithm
(LMST). Each node broadcasts periodically a “Hello” message which contains the
ID and location of the node with its maximum transmission power level. Each node,
which receives the “Hello” message, applies Prim’s algorithm in order to build a
power efficient minimum spanning tree where the node selects six nearest neigh-
bours. Then, the node determines and adjusts its transmission power level to a level
that can reach to its farthest neighbour.
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The next step runs when a source node starts to send packets. In this step, each
source node assigns itself as a level 0 and sends a level discovery message to
all its neighbours which are selected during the topology control step. The nodes
that receive this message consider themselves as level 1 and again they send the
level_discovery message to their neighbours. This process continues until this mes-
sage reaches the sink node. During this step, if a node becomes unable to forward
packets a level up, it broadcasts a negative acknowledge (NACK) message. There-
fore, the nodes know that they cannot forward packets through this node. Also, a
connection between nodes is established by using a two-way handshake where the
nodes can exchange the congestion state.

The alternative path creation step is executed when a node becomes nearly con-
gested. In this step, each node monitors its buffer, when the buffer starts to fill where a
number of receiving packets are more than a number of sending packets. In this case,
this node sends a backpressure message to the nodes that send their packets through
it to notify them that it is congested. Therefore, these nodes update their table and
avoid sending packets through the congested node. Also, they should select another
node to forward packets. Finally, the last step runs when the power of a node exhausts
where this node broadcasts a message to notify other nodes to remove it from their
neighbouring table. So, the alternative path creation step is executed again to select
an alternative path.

HTAP has been evaluated by using the Prowler simulator and compared with
three other algorithms. HTAP is tested under different scenarios with 100 nodes
which are uniformly deployed in an area of 500 m x 500 m. Simulation results
show that the proposed algorithm is a more efficient and simple solution for the
congestion problem than TARA [42] and the hop-by-hop congestion control protocol
(SenTCP) [78]. However, HTAP consumes energy by using overhead packets (hello,
level_discovery and backpressure messages).

In [79], Sergiou et al. proposed an algorithm called dynamic alternative path
selection (DAIPaS). The proposed algorithm uses the resource control method by
creating a dynamic alternative path to mitigate congestion in WSNs. The main feature
of DAIPaS is a flag algorithm that uses several factors such as buffer occupancy,
remaining power and hop count to select the most appropriate path. The proposed
algorithm has good performance in terms of hop-to-hop delay and throughput.

DAIPaS has one phase and three schemes which are the setup phase, the topology
control scheme, the soft stage and the hard stage scheme, respectively. The setup
phase is executed only once during the network initialisation. In this phase, the sink
node broadcasts a “hello” message within its level (Ievel 0). Every node that receives
this message responds to the sink node by sending an ACK message. When the sink
node receives this ACK message, it resends a “connect” message to the nodes that
sent the ACK message. Then, these nodes make themselves as level 1 and update their
neighbouring table. After that, the level 1 nodes broadcast again the hello message
and this process continues as above until all nodes discover each other.

In the topology control scheme, each node uses its neighbouring table that has
been built during the setup phase to choose only nodes that are located in a lower
level than its own level in order to forward its packet through them. The soft stage
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scheme is executed when a node receives packets from more than one flow (node).
This node sends a backpressure message to one of these nodes to notify it to stop
transmitting packets and find an alternative path. If the node which receives this
message cannot find the alternative path, the hard stage scheme is executed to force
the node to change its path. This scheme has two steps which are a flag decision
algorithm and alternative path creation. In the first step, each node updates a flag field
in its neighbouring table either to 0 when a neighbour node becomes unavailable or
to 1 when the neighbour node is available. The calculation of the flag is based on
three factors: buffer occupancy, remaining power and level node unavailability. In the
second step, each node sorts its available nodes (their flag is 1) in the table according
to their number of hops, remaining power and buffer occupancy. The node selects a
neighbour node which is located in the table in order to forward its packets.

DAIPaS has been evaluated and compared with no congestion control, TARA
[42] and HTAP [33]. DAIPaS is tested by using the Prowler simulator with 100
nodes which are deployed uniformly in an area of 50 m x 50 m. Simulation results
show that DAIPaS improves the average throughput of the network and the average
end-to-end delay more than other algorithms. However, DAIPaS uses many overhead
packets (hello, ACK, connect and backpressure messages) during the setup phase that
increase the consumed energy. Moreover, the limitation of the proposed algorithm
is that each node should be aware of its position and the position of the sink node.

In [80], Dasgupta et al. proposed a congestion avoidance scheme called CATopol-
ogy or CATree. The proposed algorithm uses a Karnaugh map to create a tree topol-
ogy which is free from congestion at the link level. At first, the sink node stores a
table that represents the relationship among nodes in the form of a Karnaugh map.
Then, a depth-first traversal strategy is used to create the collision avoidance tree. In
this tree, each node has a level which represents a communication round which the
node can transmit its data packets. Also, two or more nodes from the same parent
cannot be with the same level to ensure the collision avoidance state. The data trans-
mission is triggered by the sink node that sends data request packets to the nodes
which start to transmit a large number of data packets where each node takes its own
communication round.

CATree has been evaluated by using the OPNET simulator within 60 nodes which
are uniformly distributed in an area of 100 x 100 scale. The proposed algorithm
is tested and compared with three other topologies which are star, mesh and tree.
The simulation results show that CATree improves sink packet loss ratio, network
end-to-end delay, energy consumption and network lifetime. However, the proposed
algorithm is valid only with the query driven application. Also, CATree does not
have a strategy that deals with the occurrence of congestion.

2.6.3 Hybrid Schemes

This subsection reviews congestion control mechanisms which combine the traffic
control method and resource control to mitigate the network congestion. Table 2.4
summarizes these algorithms.
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Table 2.4 Hybrid algorithms in WSNs

2 Background and Literature Review

Algorithm Congestion Congestion Implementation/ | Evaluation Compared with
detection notification (number of metrics
nodes)
TALONet [36] | Buffer Implicit Simulation Dropped packets | No CC, TARA
occupancy (ns2)/ (50-200 | and power [42] and
nodes) consumption backpressure
Multipath Buffer Explicit Simulation Throughput and | No CC,
routing CC [81] | occupancy (ns2)/(1000 packet delivery | buffer-based
nodes) ratio congestion
avoidance
scheme [67] and
PCCP [30]
CADA [40] Buffer Implicit Simulation End-to-end No CC, TARA
occupancy and (ns2)/(500-5000 | delivery ratio, [42]
channel load nodes) bit energy
consumption,
per-hop delay
and throughput
HRTC [82] Buffer Explicit Simulation Throughput No CC, traffic
occupancy (Prowler) /(30 control and
nodes) resource control

In [36], Huang et al. proposed an energy-efficient grid-based traffic congestion
avoidance scheme called TALONet. The proposed algorithm uses three approaches
to avoid congestion: two different transmission power levels are used to mitigate
link-level congestion, an efficient buffer management method is used to avoid node-
level congestion and a multipath detouring technique is used to increase the channel
capacity for congested flows. TALONet comprises three phases: network formation,
data dissemination and framework updating. The first phase is used to create a virtual
grid topology where the sink node broadcasts a control message which contains its
location and its distance from other nodes. A node located in intersections of grid
is called a talon node which is responsible for collecting and relaying data packets
during the second phase. After the grid topology network is formed, a normal node
transmits its data to its neighbouring talon node at a minimum power level. Then, the
talon node forwards the packets with maximum power level to another close to sink
talon node until the data reaches to the sink. A node with maximum free buffer space
is selected as the forwarding node to avoid congestion. When the buffer occupancy
is higher than a threshold value, the transmission rate is reduced. The last phase is
used to update the network topology either conditionally or periodically to avoid
exhausting the talon nodes as they use the maximum transmission power level.

TALONet has been evaluated through simulation using ns2 simulation and com-
pared with no congestion control, TARA [42] and backpressure method. Simulation
results show that TALONet improves packet delivery rate, increases network lifetime
and saves energy as compared to others.

In [81], Razzaque and Hong proposed a congestion control mechanism for mul-
tipath data forwarding in WSNs. The proposed algorithm supposes that each source
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node has to establish multiple paths to the sink using a multipath routing algorithm.
A source node sends data packets through two different paths at a specific loading
rate. The buffer occupancy method is used to detect congestion by using an expo-
nential weighted moving average. If the average is higher than a certain threshold, an
intermediate node sends a congestion notification message to the source node. When
the source node receives the message, it stops sending packets over the two paths.
Then, it reduces the loading rate and waits for a specific time. If the source node does
not receive another notification message during the wait time, it sends packets with
the updated loading rate.

The proposed algorithm has been evaluated through simulation using ns2 and
compared with no congestion control, lightweight buffer management based con-
gestion avoidance scheme [67] and PCCP [30]. Simulation results show that the
proposed scheme increases packet generation rates and throughput by a factor of 1.5
as well as improving packet delivery ratio as compared to other schemes.

In [40], Fang et al. proposed a congestion control scheme called congestion avoid-
ance, detection and alleviation (CADA). The proposed algorithm consists of three
main mechanisms for avoiding, detecting and alleviating congestion. First, when an
event occurs, subnet nodes in the event area are chosen to become data sources. The
other nodes are suppressed from reporting data to the sink. Thus, the traffic load from
the event area is reduced. Second, every node periodically measures the congestion
level in hotspot areas by checking the buffer occupancy and channel utilization.
Lastly, if congestion cannot be avoided in the first step and congestion is detected,
two methods are used for alleviating congestion: resource control and traffic con-
trol. The resource control method tries to redirect some traffic away from the traffic
hotspot by establishing detour routes. If alternative paths are not available, the traffic
control strategy is executed by reducing the traffic rate at source nodes by using an
AIMD-like policy.

CADA has been evaluated in ns2 and compared with no congestion control and
TARA [42] using a variable number of nodes (500-5000). Results show that the pro-
posed algorithm has better performance in terms of throughput, energy consumption
and average per-hop delay than others.

In [82], Sergiou and Vassiliou proposed a new algorithm called hybrid algorithm
for efficient congestion control (HRTC) that controls congestion in WSNs. They
develop a hybrid algorithm by combining two methods which are traffic control
method and resource control method where the proposed algorithm utilizes the posi-
tive aspects of both methods. HRTC improves the efficiency of the network in terms
of packet delivery ratio and network lifetime.

HRTC works as follows: when a node faces congestion, it sends a backpressure
message to the source node to notify it that congestion has occurred and its data rate
should be decreased to a minimum. When intermediate nodes, which are located
between the source node and the congested node (receiver), receive this message,
they check if the resource control method can be applied to solve the congestion
problem. Then, this method is executed and the backpressure message is eliminated.
Otherwise, they forward the message to the source node. When the source node
receives this message, it applies the traffic congestion method and decreases its data
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rate to minimum. Next, whenever the source node sends a data packet, it sets the
throttle bit in the header of the sending packet to indicate that it is throttled now.
Any node which receives this data packet checks if the congestion can be solved
by applying the resource control method. Then, it runs this method and sends a
subsequent backpressure message to the source node that can now send packets at
its maximum transmission rate.

The Prowler simulator is used to evaluate the performance of HRTC where the
proposed algorithm is compared with two schemes which are a pure resource control
and a pure traffic control. HRTC is tested under two scenarios with 30 nodes which
are deployed in an area of 100 m x 100 m. Simulation results show that HRTC
improves throughput of the network and extends the network lifetime more than the
pure traffic and resource control schemes.

2.7 Congestion Control Algorithms for 6LoWPAN
Networks

Recently, a number of articles suggest new congestion control mechanisms for
6LoWPAN networks. A review of these mechanisms as well as how each algo-
rithm works are given next. In this section, the algorithms are classified according to
congestion control method into traffic control algorithms (Sect.2.7.1) and resource
control algorithms (Sect.2.7.2). Table 2.5 summarizes these mechanisms, and Table
2.6 shows the advantages and disadvantages of the algorithms.

2.7.1 Traffic Control Algorithms

In [27], Michopoulos et al. proposed a new congestion control algorithm called duty
cycle-aware congestion control (DCCC6) for control congestion in 6LoWPAN net-
works. The proposed algorithm detects the presence of duty cycle and adjusts its
operation accordingly. The proposed protocol uses the buffer occupancy as a con-
gestion detection method as well as traffic control strategy to reduce the congestion
in the network.

DCCC6 works as follows: every node monitors its buffer occupancy. If the buffer
occupancy exceeds a threshold value, the congested node sends a notification back
to the sources of congestion. The congested node adjusts the threshold value dynam-
ically to avoid high rate of notification messages. If the node uses RDC scheme,
the notification is sent inside unicast frames. Otherwise, if the radio is always on,
the node sends the notification with broadcast packets. When a node receives the
notification, it adapts its data rate by using a modified AIMD scheme.

DCCCE6 is implemented using the Cooja simulator as well as a testbed network
and compared with HCCP [41], AFA [66], IFRC [39] and CSMA. In the simulation,
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DCCC6 has been tested with 25 emulated Tmote Sky nodes which are distributed
randomly. On a real testbed, DCCC6 has been evaluated by using 15 nodes with
Contiki OS. The simulation and real results show that the proposed algorithm has
good performance in terms of energy consumption, average delay time and a higher
degree of fairness than other algorithms. However, DCCC6 does not support hybrid
application types which are common in IoT and 6LoWPAN. Also, it does not use a
resource control strategy to mitigate congestion.

In [35], Castellani et al. proposed three different congestion control schemes
called Griping, Deaf and Fuse for control unidirectional and bidirectional data flows
in CoAP/6LoWPAN networks. The proposed algorithms are based on a distributed
backpressure concept which is proposed in [83], and implemented at layer 3 of each
sensor node. The proposed algorithms use a buffer occupancy strategy to detect
congestion as well as traffic control method to mitigate congestion by adjusting the
transmission rate to reduce the rate of injected packets into the network.

In Griping, when a node receives a new datagram, it checks its layer 3 queue
length. If the queue length is greater than a threshold, Q,;,, the node sends back
a BP (backpressure) control message to the sender of the datagram. However, the
receiver cannot send more than one BP message to the same sender during K seconds.
Whenever the sender receives the BP message, it halves its transmission rate. The
sender can send W datagrams during T seconds (time slot). If no BP control message
has been received during T seconds, the sender increments its transmission rate, W.

In Deaf, when a receiver receives a datagram, it checks its layer 3 buffer length. If
the length is above a threshold, Q,y,, it stops sending layer 2 acknowledgement to the
sender of the datagram. The sender waits T,,,;; seconds from the transmission of the
datagram until it retransmits. The sender updates the T, as follows: T,,;, = 2"T
where T is a layer 3 time slot and » is the number of transmissions of the same
datagram that limits to a maximum value of 4. According to the above formula,
whenever the sender does not receive the acknowledgement message during T4/,
it doubles the value of T,,,;; after each failure of sending the same datagram.

The last scheme, Fuse, combines the action of both Griping and Deaf. If a buffer
length of a receiver is less than a maximum threshold, the behaviour of the receiver
is the same as in Griping. Also, when the receiver’s buffer length is full, the receiver
combines the actions of Griping and Deaf by sending BP control message as well as
stopping transmission of acknowledgement. Whenever the sender receives the BP
message, it acts as in Griping.

The proposed algorithms have been simulated using ns-3 and compared with a
pure backpressure scheme and UDP. They are tested within a tree topology network
which contains nine leaf nodes, four routers and one border router, and under two
scenarios: unidirectional flows and bidirectional CoAP traffic. Simulation results
show that Fuse is the best performing scheme for both scenarios in terms of packet
reception rate, packet loss rate and transmission overhead. The transmission overhead
includes the number of transmissions for successfully received single packet and BP
control messages, and the rate of rejects due to buffer overflow. Conversely, the
Deaf scheme is simple and does not require control message transmission but its
throughput is 5-10% smaller than the Fuse scheme. However, in both Deaf and
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Fuse algorithms, a sender assumes that lack of reception of an acknowledgement
message means that the buffer is overflowed but there are other reasons for missing
the acknowledgement message such as packet error in the wireless channel.

In Chap.5, we formulated the congestion problem in 6LoWPAN networks as a
non-cooperative game framework where the nodes (players) behave uncooperatively
and demand high data rate in a selfish way. Based on this framework, we proposed a
simple congestion control mechanism called game theory based congestion control
framework (GTCCEF). The proposed algorithm adapts the nodes’ sending rate using
Nash equilibrium solution concept such that congestion is mitigated. GTCCF is
aware of node priorities and application priorities to support the IoT application
requirements.

The proposed framework has been tested and evaluated through two different sce-
narios by using Contiki OS and compared with comparative algorithms. Simulation
results show that GTCCF improves performance in the presence of congestion by
an overall average of 30.45, 39.77, 26.37,91.37 and 13.42% in terms of throughput,
end-to-end delay, energy consumption, number of lost packets and weighted fairness
index, respectively, as compared to DCCC6 algorithm.

2.7.2 Resource Control Algorithms

In [84], Hellaoui and Koudil proposed a congestion control solution for CoAP/RPL/
6LoWPAN networks. The proposed algorithm is based on a bird flocking concept to
pass packets through uncongested areas and avoid congested ones. Birds display a
structured and organized order during their migration without collisions even when
obstacles are encountered. The proposed mechanism uses the buffer occupancy strat-
egy to detect congested nodes in the network as well as the resource control method to
mitigate the congestion by selecting the least congested routes to deliver the packets
to the destination (sink node).

The authors define two areas: ‘zone of repulsion’ (ZoR), which is an area that
contains the sending node, its parents and children (one hop), and ‘zone of attraction’
(ZoA), which contains parents and children of next-hop nodes of the sending node
(two hops). The least congested node in each ZoR and ZoA is selected as next
two hops to route a packet through them. Also, the proposed algorithm uses two
parameters, QZ°F and QZ°4, to estimate the buffer filling ratio of nodes in ZoR and
ZoA, respectively. The calculation of QZ°F and QZ°4 is done by using the wireless
transmission medium where the sending node always eavesdrops (passive listening)
the number of UDP messages sent and received by the nodes in the ZoR.

The proposed solution has been implemented by using the Contiki OS simula-
tor, Cooja, and compared with Confirmable (CON) and Non-confirmable (NON)
transactions of CoAP. The proposed mechanism is tested within 50 nodes which
are distributed in an area of 201 m x 201 m during 300s simulation time. The
simulation results show that the proposed algorithm has a good performance in
terms of duplicate messages and average transmission time more than CON trans-
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actions. However, the proposed technique is executed even when the network is not
congested. Therefore, packets may not pass through the best route in terms of energy
consumption and end-to-end delay. As a result, the proposed algorithm might not
be good in terms of energy saving and packet delay. Also, the calculation of QZ°F
and QZ°4 is not accurate since the sending node cannot always be aware of sending
and receiving UDP packets in ZoR nodes. Moreover, the node always eavesdrops
(passive listening) to the wireless channel. Thus, the radio is always on and therefore
energy consumption is wastefully increased.

In [34, 86], Kim et al. proposed an effective queue utilization-based RPL
algorithm called (QU-RPL). The proposed algorithm reduces the queue losses in
case of congestion. QU-RPL uses the queue utilization (QU) factor in parent selec-
tion process to satisfy the traffic load balancing. When a node experiences a certain
number of consecutive buffer overflows, it broadcasts a DIO message which contains
the congestion information. The node changes its parent on experiencing congestion
with one that has less buffer occupancy and lower hop distance to LLN border router.
Otherwise, without congestion, the node chooses its best parent based on the same
parent selection mechanism of the default RPL.

QU-RPL has been implemented and tested under 30 nodes and one LLN border
router real testbed network with TinyOS. The proposed algorithm is compared with
the default RPL in terms of packet delivery, queue loss ratio, hop distance and routing
overhead packets. The experimental results show that QU-RPL alleviates the packet
loss problem at queues and achieves improvement in end-to-end packet delivery
performance.

In [44, 45], the authors proposed a congestion control mechanism called game
theory congestion control (GTCC) for 6LoWPAN networks. The proposed algorithm
is based on game theory over RPL to mitigate the effect of congestion. GTCC detours
the traffic flow to an alternative path by using parent-change procedure. The proposed
protocol detects congestion by using the network packet flow rate which is packet
generation rate subtracted by packet service rate. When a parent node detects con-
gestion, it sends a congestion message to its children through a DIO control packet.
When the children nodes receive the DIO packet, they start the parent-change pro-
cedure. In this procedure, the node uses the potential game theory method to decide
whether to change its parent or not. When the node changes its parent, it broadcasts
a new DIO message to notify other nodes and update their information.

GTCC has been implemented and tested by using Contiki OS and Cooja simula-
tor under two scenarios. Also, the proposed algorithm is compared with two others:
RPL with OFO (objective function zero) and RPL with ETX-OF (expected transmis-
sion count objective function). Simulation results show that GTCC has two times
improvement in throughput and packet loss rate as compared to RPL protocols.

In [90], Tang et al. proposed a congestion avoidance multipath routing algorithm
based on RPL called CA-RPL. Also, the authors propose a routing metric for RPL
called DELAY_ROOT which minimizes the average delay towards the root node.
CA-RPL mitigates network congestion by distributing a large amount of traffic to
different paths. The proposed algorithm uses the DELAY_ROOT and three other
metrics: ETX, rank and number of received packets for parent selection process.
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CA-RPL has been tested over a 21-node network with Contiki OS and Cooja
simulator and compared with RPL which uses the ETX metric. Simulation results
show that CA-RPL reduces the number of lost packets and the time delay from
original RPL by an average of 20% and 30%, respectively.

In[91], Lodhi et al. proposed a multipath extension of RPL routing protocol called
M-RPL which provides a temporary multipath routing when congestion occurs. In
M-RPL, intermediate (forwarding) nodes are responsible for detecting congestion
by using packet delivery ratio. When the packet delivery ratio is lower than a certain
threshold called the Congestion Interval (CI), the congested node sends a congestion
notification to the source node through a DIO message. Once the source node receives
the DIO packet, it forwards packets through multiple paths to the sink by splitting its
forwarding rate into two halves. One half is forwarded to the original parent, while
the other half is forwarded to another parent selected for the parent table.

M-RPL has been tested over a random topology by using Contiki OS and
Cooja simulator and compared with the original RPL. Simulation results show that
M-RPL supports higher data rates as compared to RPL. Also, M-RPL improves
overall throughput, reduces end-to-end latency and decreases energy consumption.

In [92], Ha et al. proposed a dynamic and distributed load balancing scheme
called multi-gateway load balancing scheme for equilibrium (MLEq) for 6LoW-
PAN network with multiple gateways. The working principle of MLE(q is based on
water flow behaviour such that water flows downwards and finds its own level. The
proposed scheme models all the traffic flows to each gateway in the network as a
three-dimensional terrain in a dynamic and distributed way. Each node maintains
a parameter called virtual height level (VL) which reflects the present conditions
of traffic load, link quality and hop distance. Initially, each gateway sends multi-
cast VL information object (VIO) messages to its neighbours. Every intermediate
(router) node receives the VIO message, it updates its VL value and sends multicast
VIO messages to its neighbours. This process continues until all nodes successfully
update their VL values. Each node selects a neighbor as its parent with the lowest
VL value to deliver packets to the gateway through the optimal path in terms of load
balancing and path quality.

MLEq has been evaluated through simulation under randomly deployed 100 node
network by using ns2 simulator and compared to RPL. Simulation results show that
MLEq has better performance in terms of throughput, fairness and control message
overhead as compared to the native RPL.

In [93, 94], the authors proposed a load balanced routing protocol based on RPL
called LB-RPL for 6LoWPAN network to achieve balanced heavy traffic load distri-
bution. The proposed protocol takes into account the workload differences and dis-
tributes the data traffic among different parent nodes. LB-RPL modifies the DODAG
construction procedure in the native RPL such that a node will not send a new DIO
packet immediately. Instead, the node starts a timer, which is proportional to its
workload, and transmits the DIO packet after the timer expires. The authors define a
parameter called buffer utilization counter to quantify the workload. This parameter
can be defined as the average number of packets in the buffer within a time period or
the total number of new packets pushed into the buffer. In LB-RPL, a source node
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selects a number of top parents from its parent table to distribute and forward its
traffic load.

LB-RPL has been evaluated through simulation over a 1000-node network by
using ns2 simulator. Simulation results show that the proposed protocol performs
better as compared to RPL in terms of traffic load distribution, packet delivery rate
and end-to-end delay.

In [95], Tang et al. proposed a multipath routing optimization strategy for RPL
called M-RPL which relieves network congestion and decreases packet loss rate.
The proposed mechanism uses a dynamic adaptive routing scheme which combines
ETX metric and number of sent packets at a node to dynamically adjust the selection
of paths. M-RPL has been evaluated through simulation over 20 node network by
using Cooja simulator. Simulation results show that M-RPL performs better in the
presence of congestion, reduces packet loss rate and decreases end-to-end delay.

In Chap. 4, we proposed a new RPL-based objective function called congestion-
aware objective function (CA-OF) that works efficiently when congestion occurs.
The proposed objective function combines two metrics: buffer occupancy and ETX
and forwards packets to sink node through less congested nodes. CA-OF reflects
how much the nodes are congested by using buffer occupancy metric and how much
the wireless link is congested by using ETX metric.

The proposed objective function has been tested and evaluated under two scenarios
with 19 node and 35 node networks by using Contiki OS and Cooja simulator. Also,
CA-OF is compared with three other objective functions: RPL with OF0, RPL with
ETX-OF and RPL with ENERGY-OF. Simulation results show that CA-OF improves
performance in the presence of congestion by an overall average of 37.4% in terms
of number of lost packets, throughput, packet delivery ratio and energy consumption
as compared to others.

In Chap. 6, we proposed a novel congestion control algorithm called optimization
based hybrid congestion alleviation (OHCA) which combines traffic and resource
control strategies into a hybrid solution. OHCA utilizes the positive aspects of each
strategy and efficiently uses the network resources. The proposed algorithm uses a
multi-attribute optimization methodology called grey relational analysis for resource
control by combining three routing metrics (buffer occupancy, expected transmission
count and queuing delay) and forwarding packets through non-congested parents.
Also, OHCA uses optimization theory and network utility maximization (NUM)
framework to achieve traffic control when the non-congested parent is not available.
The proposed algorithm is aware of node priorities and application priorities to sup-
port the IoT application requirements where the applications sending rate allocation
is modelled as a constrained optimization problem.

The proposed algorithm has been tested and evaluated through simulation by
using Contiki OS and compared with comparative algorithms. Simulation results
show that OHCA improves performance in the presence of congestion by an overall
average of 28.36, 28.02, 48.07, 31.97 and 90.35% in terms of throughput, weighted
fairness index, end-to-end delay, energy consumption and buffer dropped packets as
compared to DCCC6 and QU-RPL.
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Recently, some papers have modelled and analysed TCP performance over
6LoWPAN network. In [97], Zheng et al. studied TCP on two scenarios: single-hop
and multi-hop in terms of throughput, energy consumption and number of end-to-
end retransmissions. The authors evaluated TCP through a testbed with a seven-node
network by using Contiki OS. In [98], Ayadi et al. developed a mathematical model
to predict energy consumption due to TCP in 6LoWPAN network. The authors used
the OMNET++ simulator to validate the proposed model. The model estimates TCP
energy consumption based on bit error rate, maximum number of retransmissions at
the MAC layer, number of hops, amount of forward error correction (FEC) and TCP
maximum segment size. Also, the proposed model studies the effect of the segment
size, the FEC redundancy ratio and the maximum MAC retransmissions on the total
energy consumption. In [99], Kim et al. presented a comprehensive experimental
study on the performance of TCP over RPL in 6LoWPAN network by using TinyOS
and a multi-hop testbed of 30-node network. The experimental results show that TCP
sacrifices significant throughput to maintain its reliability. Also, TCP has unfairness
among nodes in terms of throughput and TCP does not affect the operation of RPL.
in terms of control overhead and parent changes.

2.8 Discussion and Future Direction

Several mechanisms and algorithms have been proposed to solve congestion prob-
lems in WSNs. Nevertheless, the question remains of whether the WSN congestion
control mechanisms are suitable and valid for 6LoWPAN networks.

1. Two methods are used to solve or mitigate congestion problem in WSNis: traffic
control and resource control. Many congestion control mechanisms have been
proposed based on resource control strategy such as [33, 36, 40, 42, 75, 77,
79-82, 100] where the congestion control algorithm is responsible to construct
the network topology by selecting a non-congested path from source to desti-
nation. However, in 6LoWPAN networks the RPL routing protocol, which is
expected to be the standard routing protocol for 6LoWPAN, is completely respon-
sible for network topology construction by using an objective function (e.g. OF0,
ETX-OF, etc.). Therefore, a conflict occurs between RPL protocol operation and
the resource control strategy-based congestion control mechanisms in traditional
WSNE.

2. In contrast to the traditional WSN, 6LoWPAN networks might host a variety of
applications at the same time as they connect to the Internet, i.e. hybrid application
types which are common in the IoT. These different applications have various
packet sizes and different priorities. So, we need a congestion control algorithm
that supports different applications and is aware of packets priorities as well as
nodes priorities. To the best our knowledge, there is no proposed congestion
control mechanism in 6LoWPAN that supports hybrid application types.
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3. In [101], Michopoulos et al. have demonstrated that RDC mechanisms (e.g. Con-
tikiMAC which is used in Contiki OS) have an impact on the performance of
the congestion control algorithm. This effect is neglected when designing and
implementing congestion control in traditional WSN.

4. The protocol stack of 6LoWPAN is different from the traditional WSN one.
Sensor nodes in 6LoWPAN implement the Internet protocol (IP) stack as they are
connected to the Internet. Also, a new layer is developed between the data link
layer and the network layer, called the adaptation layer, to support IPv6 packet
transmission over IEEE 802.15.4 links. Moreover, the majority of congestion
control algorithms in traditional WSNs are built and evaluated on IEEE 802.11
standard such as [24-26, 28, 30, 31, 36, 38, 40-42, 68, 72, 77, 81, 100]. IEEE
802.11 is significantly different from IEEE 802.15.4 in many aspects such as data
rate of IEEE 802.11 is up to 54 Mbps and it was designed for wireless local area
network (WLAN) not for WSN. On the other hand, IEEE 802.15.4 can support
a maximum data rate of 250 kbps and it is designed for low-cost, low-power and
constrained resources devices such as 6LoWPAN motes.

5. In [29], Hull et al. analysed congestion through testbed experiments in a tradi-
tional WSN protocol stack with TinyOS where B-MAC and single-destination
destination-sequenced distance vector (DSDV) are used. They concluded that
wireless channel losses dominate buffer overflow and increase quickly with
increasing offered load. On the other hand, in Chap.3, we analyse congestion
through analytical modelling and simulation in 6LoWPAN protocol stack by
using Contiki OS and Cooja simulator. In contrast to Hull’s conclusion, we have
concluded that the majority of packets are lost due to buffer overflow as com-
pared to channel loss. Also, we have concluded that the number of lost packets
due to buffer drops increases with increasing offered load while the channel losses
remain constant with different offered loads.

6. In the 6LoWPAN protocol stack, when the IPv6 packet size does not fit into a
single 802.15.4 frame size, it must be fragmented into two or more fragments
at the adaptation layer. When a node receives an initial (first) fragment, it stores
the fragment in a buffer called the reassembly buffer and starts a parameter value
called ‘reassembly timeout’ countdown. When the reassembly timeout expires
and the node does not receive all fragments that belong to the same IPv6 packet,
the received fragments are discarded. In Chap.3 , we do congestion analysis
for 6LOWPAN networks and we have demonstrated that the reassembly time-
out parameter has a significant effect on network performance when congestion
occurs. However, this parameter does not exist in the traditional WSN protocol
stack.

For the reasons stated above (1-6), it is very important to design and build a
novel congestion control mechanism based on the unique characteristics of the [IEEE
802.15.4 standard, IPv6 and 6LoWPAN. Designing a congestion control algorithm
should consider the 6LoWPAN protocol stack, i.e. the RPL routing protocol, the
adaptation layer, IEEE 802.15.4 MAC and PHY layers. Also, it should consider the
6LoWPAN protocol stack parameters which impact on network performance when



56 2 Background and Literature Review

congestion occurs such as the reassembly timeout parameter and RDC mechanism
which is vital to save energy in power-constrained sensor nodes. The existing conges-
tion control algorithms in 6LoWPAN networks use either traffic control or resource
control to alleviate the congestion problem. It is important to use the positive aspects
of both methods through the hybrid scheme where each strategy has advantages and
disadvantages with different scenarios and network conditions.

As sensor nodes are connected to the Internet through the 6LoWPAN protocol
stack to form the IoT, the applications of 6LoWPAN networks become ever wider.
Also, the sensor nodes will be all around us in vehicles, smartphones, factories, build-
ing, seas, forests, etc. An estimate by Bell Labs is that from 50 to 100 billion things
are expected to be connected to the Internet by 2020 [102], and the number of the
wireless sensor devices will account for the majority of these [103]. Therefore, the
sensor nodes may host many different application types simultaneously (event-based,
continuous and query-based) with varied requirements. Some of them are real-time
applications where the application data is time-critical and delay-constrained, while
others are non-real-time applications. Some applications send very important data
and losing this data is not permitted, e.g. medical applications (i.e. data may be impor-
tant information about a patient case) and fire detection applications where data is
very important and time constrained. This brings new challenges to the conges-
tion control algorithms and mechanisms designed to be aware of data importance,
packet priorities and application priorities as well as node priorities. To the best
of our knowledge, none of the existing congestion control literature in WSNs and
6LoWPAN networks supports awareness of both application priorities and node pri-
orities.

2.9 Conclusion

The 6LoWPAN protocol stack is one of the most important standards for the IoT
where 6LoWPAN motes will account for the majority of the IoT ‘things’. In this
chapter, we have presented a survey of congestion control mechanisms in WSNs and
6LoWPAN networks to provide the state of art for the IoT. We have briefly overviewed
the 6LoWPAN protocol stack. We gave a short review of the performance metrics,
operating systems and simulators used to test and evaluate the proposed congestion
control schemes. Also, we have presented an overview of congestion in WSNs and
6LoWPAN networks with respect to congestion detection, congestion notification
and congestion control. Then, a review and summary of popular congestion con-
trol algorithms and mechanisms in WSNs is given. Also, a comparative review and
summary of all the existing congestion control mechanisms in 6LoWPAN networks
up to August 2016 is given. We have discussed these algorithms and explained the
differences between congestion control in WSNs and 6LoWPAN networks. Also, we
have explained the suitability and validity of WSN congestion control schemes for
6LoWPAN networks. Finally, we have derived some potential directions for conges-
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tion control in 6LoWPAN networks in future work. In conclusion, we believe that a
novel congestion control algorithm should

®
(i)

(iii)
(iv)

(v)
(vi)
(vii)

Build upon the 6LoWPAN protocol stack and its characteristics.

Take into account the application requirements such as time constraint and
reliability to support the IoT applications.

Support the hybrid application type which will be common in the IoT.

Be lightweight to support memory and processing capability-constrained sen-
sor nodes.

Support and be aware of RDC schemes to reduce energy consumption in
energy-constrained sensor motes.

Apply the hybrid scheme for congestion control to utilize the benefits of using
both traffic control and resource control strategies.

Be aware of data packet priority, application priority as well as node priority
to support the IoT application requirements.
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Chapter 3 ®)
Comprehensive Congestion Analysis ez
for 6LoWPANSs

3.1 Introduction

This chapter presents a comprehensive congestion analysis for 6LoWPAN network
through analytical modelling, simulations and testbed results. Congestion occurs
when multiple sensor nodes start to send packets concurrently at high data rate or
when anode relays many flows across the network. Thus, link collision on the wireless
channel and packet overflow at buffer nodes occur in the network [1]. Recently, a few
papers have been presented to address congestion in 6LoWPAN networks [2-5], but
none considered congestion assessment and analysis. In [6], Hull et al. did a testbed
experiment in a traditional WSN protocol stack with TinyOS where B-MAC and the
single destination DSDV (Destination Sequenced Distance Vector) routing protocol
are used. In this chapter, experiments in 6LoWPAN wireless sensor networks using
the 6LoWPAN protocol stack and Contiki OS are considered.

The remainder of the chapter is organized as follows: An analytical modelling of
congestion for 6LoWPAN is developed in Sect.3.2. In this section, we did simula-
tions to validate our proposed model with different scenarios. Section 3.3 presents
an extensive congestion analysis for 6LoWPAN through simulations with different
scenarios and various parameters. Section 3.4 presents a testbed-based congestion
analysis for 6LoOWPAN with different scenarios (indoor and outdoor) and various
parameters. Finally, Sect. 3.5 concludes this chapter.

3.2 Analytical Modelling of Congestion for 6LoWPAN

In this section, we propose an analytical model to study the 6LoWPAN network
performance in the presence of congestion (e.g. how many packets are lost due
to buffer overflow and the average number of packets received by a sink node)
using Markov chain analysis and queuing theory. Queuing theory is one of the most
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important tools for studying and analysing computer network performance [7, 8].
Queuing analysis is considered as a special case of Markov chains. It deals with
queues (in nodes’ buffers) where packets compete to be processed by servers (e.g.
sensor nodes). Also, we calculate the IEEE 802.15.4 effective channel capacity based
on Contiki OS implementation with and without the occurrence of wireless channel
collisions. Finally, we validate our modelling with different parameters, i.e. number
of nodes, buffer sizes and offered loads, through simulation using Contiki OS [9]
and Cooja simulator [10].

3.2.1 System Model

In 6LoWPAN networks, RPL [11] is responsible for constructing the network topol-
ogy. Three types of nodes are defined: sink (root) nodes which provide connectivity
to other networks, intermediate nodes which forward packets to the sink and leaf
nodes. Consider a network of M leaf nodes, Ly, ..., Ly, ..., Ly, one intermediate
node, /;, and one sink node, S. The topology of the network is shown in Fig.3.1.
Each node in the network has a buffer of size B packets. We assume that the wireless
channel capacity (CCp) in bits per second is distributed among nodes as the inter-
mediate node has half portion of the leaf node (i.e. the service (forwarding) rate of
intermediate node is half of the forwarding rate of leaf node). The reason is that the
radio of the intermediate node is receiving and transmitting at the same time whereas
the leaf node’s radio is just sending traffic. Also, we assume that the sensor nodes
run the contention-based IEEE 802.15.4 MAC protocol with unslotted CSMA/CA
as access mechanism.

Channel loss
probability

PI

ch—loss

Fig. 3.1 Network topology
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Fig. 3.2 Leaf and intermediate nodes model

When congestion occurs, the packets are lost either at the sensor node (buffer
overflow) or on the wireless channel. Figure 3.2 shows the node model for the leaf
and intermediate nodes. In Fig. 3.2, the applications in the leaf nodes, L1, Ly, . . ., Ly,
generate packets at an average data rate of A\j, Ay, ..., Ay, respectively. Then the
packets are stored in the MAC’s buffer to be transmitted by the MAC protocol to
the intermediate node I;. We assume that the leaf nodes L;, L,, ..., Ly, transmit
the packets with an average departure rate of uf, p5, ..., pb, respectively. Before
the packets arrive at the intermediate node /;, a number of packets are lost on the
wireless channel with a probability P where j =1,2,...,k,...,M. Then,

ch—loss
packets arrive at the node /; with an average rate of A, X}, ... A}, form nodes
Ly, Ly, ..., Ly respectively as:
)\]’ = (1 - P{th—loss)lu’J[" (31)
where j =1,2,...,k,..., M, and the total arrival packets at node [; is )\foml =

Zjﬂil )\jI. . When node I; receives the packets, it stores them in its buffer to forward
them later to the sink node S with an average departure rate of /.

In the following subsections, we develop a model to calculate the probabilities of
packet buffer loss and channel loss in the network.
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3.2.2 Buffer Loss Probability

In this subsection, we perform Markov chain analysis to calculate the buffer loss
probability (Ppyger—ioss). The states of the Markov chain represent the number of
packets stored in the buffer. Consider the packet arrivals to be Poisson distributed
with a mean rate of A (packet/s) and a mean service time of each packet is assumed
1/ . The buffer can be modelled as an M/M/1/B model where B represents the buffer
size. We take the time step of state transitions equal to the inverse of the maximum
data rate, i.e. the channel capacity in packet per second (CC,), as follows:

T=—, (3.2)

where CC, = CCy/PL and PL is packet length in bits.

At a given time step a maximum one packet could arrive at or leave the buffer.
We assume that at a certain time step, the probability of packet arrival is P, and
the probability that a packet leaves the queue is Pg,,. The state transition diagram
for the M/M/1/B queue is shown in Fig.3.3 and the transition matrix, which is
(B+1) x (B+ 1) dimensions, is given by:

[4z00---00007
xyz0---0000
Oxyz---0000
00xy---0000

0000---yz00
0000---xyzO
0000---0xyz
10000---00x v |

wherev = 1 —X,u = 1 —Z,X = (1 - Parr)Pdepsy = ParrPdep + (l _Parr)(l - Pdep)
and z = P, (1 — Pdep)'
The equilibrium (steady state) distribution vector of the transition matrix is

Fig. 3.3 State transition diagram
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T=[my m m ... 7g]

To simplify the analysis, consider that the applications at the leaf nodes generate
packets with equal data rate of an average of A where A = \| = X\, = --- = Ay

For the leaf nodes, the probability of packet arrival at the buffer is P = \/CCp
and the probability of packet departure is P, = fi},,./CC,.

As the channel capacity is distributed among nodes with leaf node has twice
portion of intermediate node, the maximum departure rate at a leaf node is pk ==
2CC,/(2M + 1). Packets are lost when the leaf node’s buffer is full and a packet
arrives but does not leave the buffer. Thus, the average number of lost packets per
time step T at each leaf node’s buffer is as follows:

Li,y =75 X Ph, x (1—PL,), (3.3)
and the average number of lost packets per second at each leaf node’s buffer is as

follows:
Liay = 5 X P, x (1 = PL,)) x CC,. (3.4)

Thus, the probability of packet loss at the leaf node’s buffer is given by:

Lieyy
Pll;uﬁ’er—lnm = ;\a . (35)

For the intermediate node I;, the probability of packet arrival at the buffer is P! =

Aorar/ CCp and the probability of packet departure is P, = fih,,./CC, where ),
is as follows:

o |CC/eM + 1) if pt = pk,
max CC, — Mt if ut < MVLMX ’
where pul = (1 — Plfuﬁerflm) X .

Packets are lost when the intermediate node’s buffer is full and a packet arrives
but does not leave the buffer.Thus, the average number of lost packets per time step
T at the intermediate node’s buffer is as follows:

L’

— I I
Inter._ﬂ-BXP X(I_Pd

arr ep) ’

(3.6)

and the average number of lost packets per second at the intermediate node’s buffer
is as follows:

arr

Linser. = 7 X P, x (1 = P},)) x CC,. (3.7)
Thus, the probability of packet loss at the intermediate node’s buffer is given by:

L't .
Pllauﬁfer—lom = )\’Z_” (38)

total
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The total average number of lost packets per second at the buffers in the network is:

Lpufer—ioss = M X Liear + Linser., (3.9
and the total probability of packet loss at nodes’ buffers in the network is:

Lbufj"er—loss

Ppufrer—loss = . 3.10
buffer—I [TAYSY (3.10)
Substituting Egs. (3.4), (3.7) and (3.9) in Eq. (3.10), we get:

[M x 75 x (CC, — )] + [mh x XL x (CC, — u!)]

Pbty‘j‘ér—loss = . (311)
M x A x CC,

The average number of received packets per second at sink node (%) is:

)‘S =- PZh—loss)(l - Pllauﬁer—loss) X A{()lal‘ (3.12)

From Eq. (3.11), we can notice that the probability of packet loss due to buffer
overflow depends on number of leaf nodes, buffer size (which is implicit included in
mp), sending rate of leaf nodes and most significant the channel capacity.

3.2.3 Channel Loss Probability

In the IEEE 802.15.4 CSMA/CA, packets are assumed to be lost in the wireless
channel due to two reasons:

(1) Channel access failure: when a node tries to transmit a packet, it performs a CCA
to sense the wireless channel. If the channel is idle, then the node begins to transmit.
Otherwise, it increments the value of two parameters; the number of backoffs (NB)
and the backoff exponent (BE). After that, the node waits for a random time in the
range [0, (28F — 1)] backoff unit periods before it does the CCA again. Each backoff
unit period equals 20 symbols x 16 ps/symbol [12]. This process continues until the
value of BE exceeds the value of macMaxCSMABackoffs parameter. Then, the packet
is discarded due to channel access failure.

(2) Maximum number of retransmission limit: when the node sends a packet, it waits
for an ACK packet. If the node does not receive the ACK packet due to a collision
or an ACK timeout expires, then, it increments the retransmission count and tries to
retransmit the packet. If the number of retransmissions reaches the maximum number
of the retransmissions parameter macMaxFrameRetries, then, the packet is dropped.
Channel access failure happens when a packet fails to obtain clear channel within
(m + 1) backoffs. Furthermore, a packet is discarded if the transmission fails due to
repeated collisions after (n + 1) attempts. Thus, the probability of channel loss for
node j (P’ ) is:

ch—loss
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P

ch—loss —

P]caf

+ P’mrl, (3.13)
where Pi o 1s the probability of packet loss due to channel access failure, P’,'nrl is the
probability of packet loss due to the maximum number of retransmission limit, 7 is
the maximum number of backoffs and 7 is the maximum number of retransmissions.

In [13], Di Marco et al. have developed an analytical model to calculate P caf and

P’ for unslotted TEEE 802.15.4 as follows:

mrl

S P = (P j(1 = Py
Ply = @14
1 - coll,j(1 P )

cca,j

P{nrl (PCOHJ(l Perl))”-H (315)

cca,j
where P, is the probability that CCA is busy and P, ; is the probability that a

transmitted packet encounters a collision for node j. For more details about P’mf and

p

> Please refer to [13].

3.2.4 Contiki-Based IEEE 802.15.4 Effective Channel
Capacity

The developed buffer loss probability model depends on a set of parameters; one
of them is the actual channel capacity. We do validation of our proposed modelling
with Contiki OS and Cooja simulator. In this section, we estimate the actual channel
capacity based on Contiki 3.0 OS implementation. The IEEE 802.15.4 standard
supports a maximum data rate at the physical layer of 250kbps in the 2.4 GHz band.
In reality, the effective data rate is smaller than 250kbps and its actual value varies
with time due to operation of the channel access algorithm, overhead of ACK packet
transmission, collisions and number of active nodes. The Contiki OS uses unslotted
CSMA/CA as a channel access mechanism and it implements the data link layer as
three sublayers: framer, RDC and medium access control (MAC). In the simulation,
these are 802.15.4 (framer), nullrdc (RDC) and CSMA (MAC).

When the application generates packets, they are passed down to the MAC layer
through the network layer and sicslowpan layer. When the MAC layer receives the
packets, it queues them in its buffer. After that, the MAC layer sends the packets
to the nullrdc layer which calls a function called ‘NETSTACK_RADIO.prepare’ to
prepare the packet with the radio. While preparing, if the radio is currently receiving
a packet or it has already received a packet that needs to be read before sending
an ACK packet, then, the radio returns ‘“TX_COLLISION’. Otherwise, the nullrdc
calls another function called ‘NETSTACK_RADIO.transmit’ to send the already
prepared packet. Next, the nullrdc layer waits for ACK packet for a time called
macAckWaitDuration. If the ACK is received during the wait time, the nullrdc waits
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again for a time called ‘AFTER _ACK_DETECTED_WAIT _TIME’ (T4 4 p) and
then returns ‘TX_OK’ to the CSMA layer. Otherwise, if macAckWaitDuration time
ends and ACK is not received, the nullrdc returns ‘TX_NOACK’. When the CSMA
layer gets “TX_OK’, it dequeues the successfully transmitted packet and sends the
next packet. Otherwise, if it gets “TX _COLLISION’ or ‘TX_NOACK’, the CSMA
waits for a random backoff time in the range [time, time + 2BF x time] where time is
channel check interval which equals 1/channel check rate. Then, after the backoff
time ends, the CSMA layer retransmits the packet again. The MAC layer makes mac-
MaxFrameRetries retransmission attempts and if unsuccessful, the packet is dropped.
When the packet is received, it waits for a time called furnaroundtime and then it
sends the ACK packet. Figure 3.4 shows the flow chart of this process.

Figure 3.5 illustrates the TimeLine of 6 motes where one of them sends packets
to others. Clearly, we can see the packet transmission time, turnaround time, ACK
transmission time and wait time which includes T4 4 _p as well as other times. Also,
we can see that when a collision occurs (two nodes transmit at the same time), the
collided nodes wait for macAckWaitDuration plus a random backoff time before they
try to transmit again.

Considering that a collision does not occur, the maximum effective data rate,
EDR,,,,, that Contiki 3.0 OS can support is as follows:

N
EDR,,, =

(3.16)

9
nocoll

where N is the data packet length (in bits) and T, is the actual time needed to
transmit one data packet without collision. The maximum data packet length that
IEEE 802.15.4 link can support is 127 bytes and T,,,..;; is calculated as follows:

Tnocoll = Tdata + turnaround time + TACK + Twait’ (317)

where T4, and Tyck are the amount of time required to transmit data packet and
ACK packet respectively.

Turnaround time is the time required to switch between transmit and receive,
or vice versa and T, includes T4 4 p and other times as shown in Fig.3.5. Thus,
EDR,, . is calculated as:

127 x 8
EDR,,.. = ~ 120 kbps.
(4.256 + 0.192 + 0.288 + 3.7) ms

In practice, transmissions typically suffer collisions. When a collision does occur,
the actual data rate goes down as the probability of collision increases in the network.
When a collision occurs, the mote retransmits the collided packet. This takes extra
time which includes transmission time of the collided data packet, macAckWaitDu-
ration and random backoff time as shown in Fig. 3.5. Thus, the actual data rate, ADR,
with a probability of collision of P ,y;sion 1s as follows:
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Fig. 3.4 Packet transmission process in Contiki OS
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N
ADR = , (3.18)
(1 - Pcollision)Tnocoll + PcnllixinnTcoll

where T,y is the actual time needed to transmit one data packet within collision and
one retransmission attempt and is calculated as:

Teont = Taaa + macAck WaitDuration + Tpgcror + Trocoll - (3.19)

For example, with a probability of collision of 5%, the actual data rate can be calcu-
lated as follows:

127 x 8

ADR =
[0.95 x 8.436 4 0.05(4.256 4- 0.4 4- 125 4 8.436)] ms

~ 68 kbps.

When a node enters a backoff period and there are other active nodes located in
the transmission range. The active nodes can utilize this period by sending their data
packets. Thus, as there are active nodes during a backoff period of a collided node, the
channel time is utilized and therefore, the actual channel capacity increases. Also, as
the active nodes can detect the idle time of the wireless channel quickly, the channel
utilization will be high and therefore, the actual channel capacity increases. Overall,
the actual channel capacity is not constant and it varies according to network circum-
stances. The actual channel capacity is affected by many factors such as probability
of collision, number of active nodes and the utilization rate of idle wireless channel
time. In [14, 15], Sun et al. have developed effective channel capacity estimation of
IEEE 802.15.4 beaconless mode without taking account of the random backoff time
and collision occurrence. Also, in [16], Latré et al. have determined throughput of
unslotted IEEE 802.15.4 with unreal assumptions (no losses due to collisions, no
packets are lost due to buffer overflow, perfect channel with bit error rate of zero).
In our modelling validation, we estimate the actual channel capacity value based on
our simulation results.

3.2.5 Simulation Results

In this subsection, we present simulation results obtained through using Contiki
3.0 OS and Cooja simulator to validate our buffer loss probability modelling for
varying number of leaf nodes, buffer sizes and various offered loads. The protocols
and simulation parameters used in the simulation are shown in Table3.1. In the
simulation, we use Minimum Rank with Hysteresis Objective Function (MRHOF)
as an objective function that uses ETX routing metric. Also, we use HC06 as a
compression method which uses [IPHC and NHC methods. The total duration time
of each simulation is set to be 60s and during the simulation time, each leaf node
sends data packets periodically to the sink node at an offered load of 32 packet/s.
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Table 3.1 Protocol stack and simulation parameters

Layer Protocol Parameter value

Application | Every leaf node periodically send Offered load = 32 packet/s
packets to sink node

Transport UDP

Network ulPv6 + RPL Objective function = MHROF

Adaptation | SICSlowpan layer Compression method = HC06

Data link CSMA (MAC layer) Buffer size = 10 packets
nullrde (RDC layer) macMaxFrameRetries = 3
802.15.4 (framer) Channel check rate = 8Hz

macAckWaitDuration = 0.4 ms
Ta o p = 0.6667ms

macMinBE = 0

macMaxBE =3

Frame size = 127 bytes

MAC reliability (ACK) = enabled

Physical CC2420 RF transceiver Turnaround time = 0.192 ms
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Fig. 3.6 Average number of dropped packets with different number of leaf nodes

In the first scenario, we change the number of leaf nodes from 2 to 4, 6, 8 and
10 where each leaf node’s application generates packets with an average rate of 32
packet/s. Figure 3.6 shows the average number of dropped packets per second due to
buffer overflow in the leaf node and the intermediate node estimated by simulation
and using analytical modelling. From this figure, we can observe a good agreement
between simulation and analytical results. Also, we can see that as the number of leaf
nodes increases in the network, the number of lost packets due to buffer overflow
increases in both leaf node and intermediate node. The reason is that as the number
of leaf nodes increases, the portion of channel capacity for each node is reduced and
therefore the departure rate of each node becomes lower and the probability of buffer
loss increases.

Next, in the second scenario, we set the number of leaf nodes to 5 and we change
the buffer size from 5 to 10, 15 and 20 packets. Figure 3.7 shows the average rate of
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Fig. 3.8 Average number of dropped packets with various offered loads

packet loss due to buffer overflow in the leaf node and the intermediate node. We
notice close correlation between simulation and modelling results. It is clear that as
the buffer size increases, the average number of lost packets due to buffer overflow
at leaf node decreases while it increases in the intermediate node. The reason is
that when the buffer size is increased in the leaf node, the probability of buffer loss
decreases and the departure rate of leaf node increases. As the departure rate of leaf
node is increased, the arrival rate at the intermediate node is increased and therefore
the probability of packet lost due to buffer overflow (i.e. buffer loss) becomes higher.

In the last scenario, we set the offered load to 1, 2, 4, 8, 16 and 32 packet/s and
the number of leaf nodes to 5. Figure 3.8 shows the number of dropped packets at the
buffers of the leaf and intermediate nodes every second with different offered loads.
From this figure, we can see the similarity between the simulation and analytical
modelling results. Also, we can see that when the offered load is increased, the
average number of buffer dropped packets increases in the leaf and intermediate
nodes.

Finally, Fig.3.9 shows the average number of received packets at the sink node
every second for the three scenarios above. From the figure, we notice that the
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Fig. 3.9 Average number of received packets at sink node

simulation and analytical results have the same trend and a good consistency. Also, we
can see that the number of received packets at the sink increases with the decreasing
number of leaf nodes, increasing the buffer size and increasing the offered load until
it reaches a certain rate (4 packet/s) after that the number of received packets at the
sink starts decreasing.

Overall, the scenarios show that the analytical modelling results have a good
agreement with the simulation results. Also, the simulation results show that our
analytical modelling of congestion accurately models the buffer loss probability and
the average number of received packets at the sink node. However, the derived analyt-
ical model is valid only for a network topology with one sink node, one intermediate
node and a set of M leaf nodes as shown in Fig.3.1. To make the analysis is valid
for a general network topology (e.g. multi-sink and multi-intermediate nodes), we
need to extend the modelling by considering how the channel capacity is distributed
among multi-intermediate nodes and their leaf nodes.

3.3 Simulation-Based Congestion Analysis for 6LoWPAN

In order to assess the number of lost packets at the wireless channel as compared to at
the sensor node (i.e. due to buffer overflow), experiments using Contiki OS and Cooja
simulator with different network sizes and various offered loads were performed. In
the networks, an average number of nodes per personal operating space (POS) is 4.
The POS is defined as a physical space (coverage area) of a node since other nodes
inside this area can communicate with the node [17]. These experiments have been
executed with and without fragmentation which is implemented at the SICSlowpan
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Table 3.2 Protocol stack

Layer Protocol Parameter value
Application | Every node periodically send packet to | Simulation time = 30 min for each
sink node simulation
Transport UDP
Network ulPv6 + RPL Objective function = MHROF
Adaptation | SICSlowpan layer Compression method = HC06
Data link CSMA (MAC layer) Buffer size = 8 packets
Contikimac (RDC layer) CCA count =2
802.15.4 (framer) MAC retransmission = 3
Channel check rate = 8 Hz
Physical CC2420 RF transceiver Max. packet length = 127 byte

(adaptation) layer. The SICSlowpan layer performs two main functions: IPv6 header
compression [ 18] and IPv6 fragmentation and reassembly [19]. Before an IPv6 packet
is transmitted over an 802.15.4 link, the IPv6 header must be compressed by using
a header compression mechanism. After compression, if the IPv6 packet size does
not fit into a single 802.15.4 frame size, it must be fragmented. In each network,
every node sends packets periodically to a single sink node. The protocol stack
and simulation parameters which have been used in the experiments are shown in
Table 3.2. In Contiki OS, all sending and receiving packets are stored in a common
buffer called the Rime buffer which contains the application data and packet attributes
such as RSSI value [20]. Some protocols, which need to queue packets, can allocate
a queue buffer to store waiting packets such as the MAC protocol that cannot send
packets until the wireless channel becomes free.

3.3.1 Without Fragmentation

In this subsection, we present the congestion analysis results without fragmentation
where every single IPv6 packet is sent in one 802.15.4 frame without fragmentation.
The network sizes are set to be 15, 25 and 50 nodes as shown in Fig.3.10 and the
offered loads (packet/second) are 8/1,4/1,2/1, 1/1,1/2, 1/4, 1/8, 1/16, 1/32, and 1/64.

First, we set the MAC buffer size to 8 packets (8 * 127 bytes) which is the default
setting of Contiki OS. Figure3.11 shows the packet loss in 15-node, 25-node and
50-node networks respectively. Clearly, as offered load and number of nodes increase,
the packet loss rises in the network. For example, with an offered load of one packet
every second, the packet loss increases from 37 to 76% as the number of nodes in
the network increases from 15 to 50. Figure 3.12 shows the number of lost packets,
which are measured at the MAC layer, due to buffer drops and channel loss. In this
figure, a logarithmic scale is used due to the big difference between packet buffer
drops and packet channel loss. It is clear that with high offered load, the number of
packets which are lost at sensor nodes (due to buffer overflow) is much higher than
packet loss in the wireless channel. For instance, when the offered load is 8 packets



78 3 Comprehensive Congestion Analysis for 6(LoWPANs

® ® ®
= ® @
i » g o oe
@
® o ® ® 00 o
2 e
® & g e °
@ ® ® @ e L B 8 Lt] in
® e ®
) ®
® 9 . e ° 0o 2 2 e
® L] e [ @ @ o0 g
Ly I o Mgty e
©
e b @ e® o % e
o @ o o
@ @ ® o @
(a) Network 1 (b) Network 2 (c) Network 3

Fig. 3.10 Network 1, 2 and 3 topologies
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Fig. 3.11 Packet loss [buffer size = 8 packets]

per second and network size of 50 nodes, the total number of lost packets are up
to 600,000 due to buffer overflow compared with only 2,000 due to channel loss.
However, with low offered load, the number of lost packets in the wireless channel
is slightly higher than due to buffer drops, e.g. with network traffic of 1 packet per
16 s and 50-node network, the packet loss due to buffer overflow and channel loss are
3 and 18 respectively. From Fig.3.12, the number of dropped packets at the buffer
increases as the offered load and number of nodes in the network increase. We can
see that with high traffic, the majority of packets are lost at the buffer, i.e. more than
90% of the total lost packets are lost due to buffer overflow.

Second, we increase the buffer size to 16 packets to see the impact of buffer size
on packet loss at the buffer. Figure3.13 shows packet loss while varying network
size and offered load. By comparing Fig.3.11 with Fig.3.13, it can be seen that
by doubling the buffer size, the packet loss decreases with different offered loads.
Similarly, the number of dropped packets at the buffer decreases by a small amount
as can be seen by comparing Figs.3.12 and 3.14. With the eight-packet buffer size
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scenario, more than 90% of packet loss occurs at the buffer with offered load 8/1,
4/1, 2/1 and 1/1. However, even when the buffer size is increased, the number of lost
packets due to buffer overflow is still dominant as compared with channel loss.

Finally, we increase the node density with an average number of nodes per POS to
12, as node density has an impact on contention among nodes to access the wireless
channel. We simulate a new network with 50 nodes and POS of 12 and compare
it with the 50-node network which has POS of 4. From Fig.3.15, we can see that
packet loss increases with high POS. Also, the number of lost packets in both the
buffer and the wireless channel increases as shown in Fig.3.16.
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Fig. 3.14 Number of lost packets due to buffer overflow and wireless channel loss [buffer size =
16 packets]
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Fig. 3.15 Packet loss with varying POS

3.3.2 With Fragmentation

Next, in order to see the impact of increasing the application payload length (i.e.
every IPv6 packet is fragmented into two or more fragments where each fragment is
sent over a single IEEE 802.15.4 frame) on network performance within congestion,
the application payload length is increased. In these experiments, 5-node, 15-node
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Fig. 3.16 Number of lost packets due to buffer overflow and wireless channel loss with varying
POS

and 25-node networks as well as 8/1, 4/1, 2/1, 1/1, 1/2, 1/4, 1/8, 1/16, 1/32, and 1/64
offered loads (packet/second) are used.

Similarly to, without fragmentation with high offered load, the majority of packets
are lost due to buffer overflow. On the other hand, with low traffic load, the channel
loss packets are small and slightly higher than the buffer dropped packets. However,
there is an important parameter that should be considered within fragmentation called
‘reassembly timeout’. When a node receives an initial fragment, it stores the fragment
in a buffer called the reassembly buffer and starts the reassembly timer countdown.
When the reassembly timeout expires and the node has not received all fragments
that belong to the same IPv6 packet, the received fragments are discarded. According
to the standard protocol RFC 4944 [19], if the reassembly timer does not expire and
a new fragment, which does not belong to the same packet that is being reassem-
bled, is received, this fragment is dropped. However, with SICSlowpan, which is the
6LoWPAN implementation in Contiki, the previous packet fragments are discarded
and the received new fragment is stored in the buffer to start reassembling a new
packet. According to the standard protocol, the reassembly timeout must be set to a
maximum value of 60s. To notice the impact of the reassembly timeout parameter
on network performance, we have used different values (0.001, 0.005, 0.05, 0.5, 1,
10, 30 and 60s) in the experiments.

In 6LoWPAN, the routing schemes can be divided into two categories: ‘route over’
and ‘mesh under’ [21]. With route over, the routing decision is made at the routing
layer and the fragmentation and reassembly process is implemented at each node
through path from source to destination. In mesh under, the routing decision is taken
at SICSlowpan layer (adaptation layer) as well as fragmentation and reassembly
being executed at source and destination nodes only. Contiki OS supports the "route
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Fig.3.18 Number of received packets (when broken into two fragments) at sink in 15-node network

over’ scheme, which is used in these experiments, where RPL performs the routing

decision.

First, the application payload length is set to 100 bytes since every IPv6 packet is
divided into two fragments. Figures 3.17, 3.18 and 3.19 show the number of received
packet at the sink node with different offered loads and various reassembly timeouts
in 5-node, 15-node and 25-node networks respectively. From these figures, it can
be seen that with reassembly timeout values of 1 and 5 ms, the number of received
packets at the sink is zero since the reassembly timeout is too short and it expires
early. In this case, a node drops the first fragment before the second fragment arrives.
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Fig.3.20 Number of received packets (when broken into four fragments) at sink in 5-node network

It is clear that with low data rate, the reassembly timeout has no or a tiny impact on
the number of received packets at the sink. On the other hand, with high network
traffic where congestion occurs, the reassembly timeout value of 0.05 s has the highest
number of received packets as compared to others except for the case of an offered
load of 8 packets per second with a 25-node network, when 0.5 s is the best in terms
of the number of received packets.

Meanwhile, in order to determine the impact of the number of fragments on
the reassembly timeout parameter, we increase the application payload length to
300 bytes where every IPv6 packet is fragmented into four fragments. Figures 3.20,
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Fig.3.22 Number of received packets (when broken into four fragments) at sink in 25-node network

3.21 and 3.22 show the number of received packets at the sink in 5-node network,
15-node network and 25-node network respectively. As in the case of two fragments,
the number of received packets is zero for 1 and 5 ms reassembly timeouts. Also, we
can see that with low offered load; the reassembly timeout has a little impact on the
number of received packets. However, with high offered load, a reassembly timeout
of 0.05s has better performance in term of packet delivery ratio than others in all
scenarios except in a scenario of 8 packets per second with 15-node network where
0.5 reassembly timeout is best.
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3.3.3 Discussion

First, in the scenarios without fragmentation, the simulation results show that with
different: network size, offered load, buffer size and node density, the majority of
packets across the network are lost at the sensor node due to buffer drops as compared
to channel loss when congestion occurs in 6LoWPAN networks. Also, as expected
with high offered loads (i.e. 1/1, 2/1, 4/1 and 8/1 packet/s), the number of lost packets
in the wireless channel remains approximately constant whereas, the number of lost
packets at node buffers increases as the offered load increases as shown in Figs.3.12,
3.14 and 3.16. It should be stressed that the network is designed to operate in low
congestion conditions. This means that during normal operation packet loss across
the network will predominantly be due to channel loss. When congestion does occur
due to periods of high traffic, buffer overflow loss at nodes will predominate. This
occurs because all neighbouring nodes are forwarding packets to their parent without
checking buffer occupancy. In addition, all layers above the MAC layer send packets
to the MAC layer without checking the available MAC’s buffer space. On the other
hand, the MAC layer cannot send the packets directly to the wireless channel without
checking its availability.

However, in the scenarios considering fragmentation, it is obvious that the value
of the reassembly timeout parameter has a significant effect on network performance
when congestion occurs while no impact has been noticed with low offered load.
Also, we can see that as the number of nodes in the network and number of frag-
ments increase, the reassembly timeout has more effect on network performance.
For example with two fragments and the 5-node network scenario, the offered loads
1/1, 1/2, 1/4, 1/8, 1/16, 1/32 and 1/64 have the same number of received packets with
different reassembly timeouts whereas, in 25-node network with four fragments, the
only offered load 1/64 has the same received packets with different values of reassem-
bly timeout. Generally, it is clear that with low data rate; as the probability of packet
loss (fragments) is low, the reassembly timeout parameter has no impact on network
performance. It is known that with low data rate, high competition among nodes on
the wireless channel does not exist as well as buffer overflow does not occur. Thus,
when an intermediate node receives the first fragment of an IPv6 packet, it would
successfully receive the next incoming fragments shortly afterwards. Also, sending
the next IPv6 packet would happen after a long time (e.g. one minute or more). In
this case, the value of reassembly timeout is inconsequential (e.g. 10, 20, 30s etc.)
since the reassembly timer expires for the current assembled IPv6 packet before
receiving the next IPv6 packet. On the other hand, for high data rate, the reassembly
timeout value has an effect since the probability of packet loss is high and the next
IPv6 packet will arrive after a very short time from receiving the current packet.
Therefore, it is important that the value of reassembly timeout should be short (e.g.
50ms) for high data rate. In [22], Teo et al. propose a new reassembly mechanism
called Multi-Reassemblies Buffer Management System (MR-BMS) for 6LoWPAN
networks. MR-BMS consists of three components: buffer manager, list of reassem-
bly buffer and IP packet buffer. When a new fragment arrives at a node, the buffer
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manager creates a new reassembly buffer to store the incoming fragment and starts a
reassembly timer. After that, if the next incoming fragment belongs to the packet of
the first fragment, it is stored in the same buffer. Otherwise, a new reassembly buffer
is created to store the incoming fragment. However, the authors do not show the
importance of the reassembly timeout parameter value in heavy traffic conditions.

In conclusion, it is clear that the majority of packets are lost due to buffer overflow
when there is congestion. Therefore, buffer occupancy should be considered in pro-
tocol designs such as RPL. This will tackle the issue of congestion by reducing buffer
overflow and improving network performance. Also, when the application payload
size is increased, since IPv6 packets are divided into two or more fragments, the
reassembly timeout parameter needs careful consideration. The reassembly time-
out value should be small during periods of congestion or if possible be adaptive
according to network conditions.

3.4 Testbed-Based Congestion Analysis for 6LoWPAN

Here, we investigate and evaluate the impact of congestion on 6LoWPAN networks
through a testbed using 10 CM5000 TelosB sensor nodes. The testbed experiments
are carried out on different scenarios (indoor and outdoor) and various parameters
(varying buffer size and with or without packet fragmentation). The distribution of the
sensor nodes is shown in Fig. 3.23. For indoor experiments, the nodes are distributed
in a house of three floors with dimensions of 3.70m x 2.60m x 8m (length x
height x width). The sink node, intermediate nodes and leaf nodes are placed in the
basement, ground floor and first floor respectively. For outdoor tests, the nodes were
distributed in an open space on Kirkstall Road, Leeds city where the node distribution
is shown in Fig. 3.23. Finally, the simulation tests are implemented in Contiki OS with
Cooja simulator. The CM5000 TelosB sensors is IEEE 802.15.4 compliant wireless
sensor node based on the original open-source TelosB/Tmote Sky platform design

Fig. 3.23 Real sensor nodes distribution in testbed experiments
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developed and published by the University of California, Berkeley [23]. The main
technical specifications of CM5000 TelosB sensor node are as follows:

Processor model: Texas Instruments® MSP430F1611.

Memory: 48kB (Program flash), 10kB (Data RAM) and 1 MB (External Flash).
RF chip: Texas Instruments® CC2420 (IEEE 802.15.4 2.4 GHz Wireless Module).
Frequency band: 2.4-2.485 GHz.

Transfer rate: 250 kbps.

Range: ~120m (outdoor) and 20-30m (indoor).

3.4.1 Without Fragmentation

In this subsection, we present the congestion analysis results without fragmentation
where every single IPv6 packet sends over a one IEEE 802.15.4 frame without
fragmentation. The offered loads (packet/second) are set to be 8/1, 4/1, 2/1, 1/1, 1/2,
1/4, 1/8, 1/16, 1/32, and 1/64.

First, the MAC buffer size is set to 8 packets (8 * 127 bytes) which is the default
setting of Contiki OS. Figure 3.24 illustrates the percentage of packets lost in the
network for the three scenarios, i.e. indoor, outdoor and simulation tests. As expected,
the figure shows an upward trend. As the data rate per node increases, the percentage
of packet loss increases. The graph can be divided into two categories: low offered
loads from 1/64 to 1/2 packets per second and high offered loads from 1 to 8 packets
per second. For the first category, the percentage of packet loss is less than 5%. From
this point onwards, the percentage increases significantly reaching its highest point
of 91% when an offered load of 8 packets/s in the indoor environment.

Also, Fig.3.24 shows good correlation between indoor, outdoor and simulation
results. In the indoor experiments, there is the highest loss because of the high impact
of the environment on the radio signals, e.g. interferences with other signal sources
(e.g. Wi-Fi) and signal attenuation and reflection due to walls and ceilings. The
largest difference between hardware tests and simulation is at the offered load of
one packet per second. Simulation results present 10% of packet loss whereas the
outdoor tests present around 20%. However, when increasing the offered load per
node, the hardware tests results are gradually similar to simulations.

Next, the buffer size is increased to 16 packets to see the impact of buffer size
on packet loss in the network. Figure 3.25 shows the percentage of packet loss for
indoor, outdoor and simulation tests. Again the results show similar trends among
indoor, outdoor and simulation results but with slightly different values. By com-
paring Fig.3.24 with Fig.3.25, it can be seen that by doubling the buffer size, the
packet loss decreases with different offered loads. For instance, when the data rate is
8 packets per second, the percentage of packet loss improved around 20% compared
to the case when the buffer size is 8 packets.
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3.4.2 With Fragmentation

Next, we investigate the impact of increasing the application payload length on the
network performance with congestion. The application payload length is increased
so that every IPv6 packet is fragmented into two or more fragments where each
fragment is sent over a single IEEE 802.15.4 frame. In these experiments, offered
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Fig. 3.26 Number of received packets (when broken into two fragments) for indoor test

loads of 8/1,4/1,2/1,1/1,1/2,1/4, 1/8, 1/16, 1/32, and 1/64 (packet/second) are used.
Similarly to without fragmentation, with high offered load the majority of packets
are lost in the network due to congestion. However, there is an important parameter
that should be considered within fragmentation called the ‘reassembly timeout’. To
notice the impact of this parameter on network performance, we have used different
values (0.001, 0.005, 0.05, 0.5, 1, 10, 30 and 60s) in the experiments.

First, the application payload length is set to 100 bytes which means every IPv6
packet is divided into two fragments. Figures 3.26, 3.27 and 3.28 show the number of
received packets at the sink node for indoor, outdoor and simulation tests respectively.
Results obtained for the three scenarios show that no packet is received by the sink
node when the reassembly timeout is set to 1 and 5ms. This means that this time is
too short to wait for the next fragment of a packet at the adaptation layer. Therefore,
all fragments are dropped as they cannot be reassembled into a single IPv6 packet.
It is clear that with low data rate, the reassembly timeout has no impact or only a
marginal impact on the number of received packets at the sink. On the other hand,
with high network traffic where congestion occurs, the reassembly timeout value of
0.05 s has the highest number of received packets as compared to others. Testbed
outdoor results shown in Fig.3.27 perform similarly to simulation results shown in
Fig.3.28. In contrast, testbed indoor results shown in Fig. 3.26 perform similar trend
but slightly different values from simulation and outdoor results for reasons stated
previously (in Sect.3.4.1).

Next, in order to determine the impact of the number of fragments on the reassem-
bly timeout parameter, we increase the application payload length to 300 bytes where
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every IPv6 packet is fragmented into four fragments. Figures 3.29, 3.30 and 3.31
show the number of received packets at the sink for indoor, outdoor and simulation
test scenarios, respectively. As in the case of two fragments, the number of received
packets is zero for 1 and 5ms reassembly timeout values since the node drops the
first fragment before the second fragment arrives. Also, we can see that with low
offered load; the reassembly timeout has a little impact on the number of received
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packets. However, with high offered load, a reassembly timeout of 0.05s has better
performance in term of packet delivery ratio than others in all scenarios except in a
scenario of 8 packets per second for simulation where 0.5 s reassembly timeout is
best.
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3.5 Conclusion

In this chapter, we have presented an analytical model for 6LoWPAN network in the
presence of congestion using Markov chain analysis and queuing theory. We have
derived the expressions for the buffer loss probability and throughput at the sink.
Also, we have calculated the IEEE 802.15.4 actual channel capacity under an unslot-
ted CSMA-CA with and without collisions based on Contiki 3.0 implementation.
Simulation results show a good match with the analytical modelling of congestion
for different scenarios and various parameters. Also, simulation results show that:
(i) As the number of leaf nodes increases, buffer overflow increases in the network,
(i) As buffer size is increased, buffer overflow at the leaf node decreases while it
increases at the intermediate node, and (iii) As offered load is increased, the number
of dropped packets increases in the leaf and intermediate nodes.

Also, in this chapter, we have presented a comprehensive analysis of the impact
of congestion in 6LoWPAN networks with Contiki OS and Cooja simulator with
different parameters: network size, network traffic load, buffer size, node density,
and number of fragments (application payload size). Simulation results show that
when congestion does occur, the majority of packets are lost at sensor nodes due
to buffer overflow. Also, the reassembly timeout parameter value has an impact on
network performance when IPv6 packets are fragmented at the adaptation layer. In
order to improve network performance, the buffer occupancy should be considered in
different protocol designs such as an objective function of RPL which is responsible
for network topology construction.
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Finally, real experiments have been implemented using 10, CM5000 TelosB
sensor nodes in a network to evaluate the impact of congestion on 6LoWPAN net-
works in a real environment. The real experiments are carried out with different
scenarios (indoor and outdoor) and various parameters. The results show similar
performance between simulation and outdoor experiments. However, indoor experi-
mental results have slightly different values but with the same trend to simulation and
outdoor experiments since parameters such as nodes position, enclosed environment
and interfering wireless signals (e.g. Wi-Fi) influenced negatively.
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Chapter 4 ®
Congestion-Aware Routing Protocol e

for 6LoWPANSs

4.1 Introduction

It is known that existing protocols and the architecture of the Internet are ineffi-
cient for WSNs. Recently, the IETF has developed a set of [P-based protocols for
6LoWPAN networks through the 6LoWPAN and ROLL working groups [1]. One of
the main protocols is RPL [2] which is expected to be the standard routing protocol
for 6LoWPAN networks [3]. Many metrics have been proposed to be used with RPL
that can be divided into link and node metrics, e.g. hop count, expected transmission
count (ETX), node energy, latency, link quality and throughput [4].

In this chapter, we are addressing the congestion problem in 6LoWPAN networks
and improving the network performance when congestion occurs. In Chap. 3, we
reported experiments to assess and analyse network conditions with congestion. We
have concluded that with high network traffic, the majority of packets are lost at node
buffers due to buffer overflow. Therefore, it is important to take the buffer occupancy
into account to reduce the number of dropped packets at the buffer. To the best of our
knowledge, this is the first work that considers the buffer occupancy as a metric in the
RPL objective function. This scheme can improve network performance by reducing
the number of lost packets due to buffer overflow. Thus, in this chapter, we propose a
new objective function called congestion-aware objective function (CA-OF) which
combines two metrics: buffer occupancy (BO) and ETX. With the proposed objective
function, packets are forwarded to a sink node through less congested nodes.

The remainder of the chapter is organized as follows: in Sect.4.2, we provide
a literature review of related work about the proposed objective functions in RPL.
A new objective function with a new metric is proposed in Sect.4.3. In Sect.4.4,
simulation scenarios and results are given. Finally, Sect.4.5 concludes this chapter.
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4.2 Objective Function Related Work

Many routing metrics and objective functions have been proposed to be used within
the RPL routing protocol in LLNs and 6LoWPAN networks. In this section, a dis-
cussion and review of these routing metrics and objective functions are given.

In [5], the default objective function for RPL, called objective function zero (OF0),
is developed. OFO is designed to find the nearest path to the root node in terms of
distance by using the hop count as a metric. In OFO0, a node selects its preferred parent
with minimum rank which is increased by a strictly positive normalized scalar called
rank_increase to obtain the node’s rank. OF0 does not use the link and node metrics
which are defined in [4]. Thus, OF0 does not reflect the node and link conditions
and characterizations such as when a high packet loss occurs in a wireless link or at
a parent node.

In [6], ETX-OF is proposed where it is based on the ETX metric. ETX describes
the expected number of transmissions to successfully transmit a packet on a link.
ETX-OF finds a path which can deliver a packet from a node to the sink node with
minimum number of transmissions. A node computes the ETX path value for a path
through each candidate neighbour by adding two components: the ETX value of a
link to a candidate neighbour and the ETX value of the path, which is advertised in a
DIO message, from the selected neighbour to the sink. The node selects its preferred
parent with minimum ETX path value. In other words, ETX-OF selects a path which
has least packet channel loss. Thus, ETX-OF reflects how much the wireless link
or channel is congested. However, it does not reflect how much a node is congested
which is where the majority of packets are lost when congestion occurs.

In [7], a new RPL metric called averaged delay (AVG_DEL) has been proposed.
This metric aims to minimize the delay from a node to the root node. AVG_DEL is
computed as the cumulative sum of link-by-link delays along the path to the root node.
The proposed metric has been compared with ETX in terms of delay over a 19-node
network. In [8], a new objective function is developed based on remaining energy
as a metric. The path cost from a node to the root node is defined as the minimum
value between the preferred parent path cost and the node’s energy. A node selects
its parent that has maximum path cost value. The energy-based objective function is
compared with ETX-OF within a 20-sensor network.

In [9], combined methods are proposed to quantify and combine one or multi-
ple RPL routing metrics in an additive or lexical manner according to system user
requirements. The routing metrics used in this work are hop count, ETX, link quality
level (LQL) and nodes’ available energy. The lexical combination manner provides a
metrics prioritization to ensure application’s requirements, while the additive method
offers a flexible way to combine metrics using a metric weight pair. In [10], two RPL
metrics are proposed based on the link performance at the MAC layer. The first metric
called R-metric which includes ETX and packet losses due to the MAC contention.
The second metric called Q-metric which provides a balanced load distribution in
the network by selecting the lowest traffic loaded parent. The proposed metrics are
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implemented and tested within a seven mote testbed network and compared with the
back-pressure algorithm [11] which uses a weighted ETX cost.

In [12], a new RPL routing metric called PER-HOP ETX is proposed. The pro-
posed metric distributes the ETX value to each node along a path from a node to
the root node instead of using the additive ETX metric, as in [6]. The PER-HOP
ETX metric works better when the network scale becomes large. The proposed met-
ric is compared with OF0 and ETX-OF. In [4], the authors propose a set of link
and node RPL routing metrics and constraints which are suitable to be used with
6LoWPAN. The proposed metrics are divided into node metrics and link metrics.
The node metrics include node state and attribute (NSA), node energy (NE) and hop
count (HP). The link metrics are throughput, latency, link reliability, which includes
LQL and ETX, and link colour (LC). LC is a 10-bit value which indicates the link
characteristics, e.g. whether the link supports encryption.

In [3], a new objective function called QoS-aware fuzzy logic (OF-FL) is devel-
oped based on the fuzzy logic concept. The proposed objective function combines a
set of RPL metrics (end-to-end delay, hop count, ETX and battery level) to produce
a single output metric called neighbour quality by using a fuzzy inference system
which includes fuzzification, fuzzy rules and defuzzification. However, it is very
difficult to implement the fuzzy logic system, which requires high computational
processing capabilities, on a sensor node that has very limited processing resources.

Recently, in [13], a new RPL routing metric called DELAY_ROOT, which min-
imizes an average delay towards the DAG root, is proposed. The proposed metric
can reduce the time delay between DODAG nodes and DODAG root based on the
ContikiMAC radio duty cycle protocol. DELAY_ROOT is combined with three other
metrics: ETX, rank and number of received packets to develop a new RPL-based
routing protocol called congestion avoidance multipath routing protocol (CA-RPL).
CA-RPL is tested and compared with RPL which uses ETX metric. Simulation results
show that CA-RPL reduces the number of lost packets and the time delay from orig-
inal RPL by an average value of 20 and 30%, respectively. However, the proposed
routing protocol does not use the buffer occupancy as a metric where the majority
of packets are lost when congestion does occur and it does not reflect how much the
nodes are congested. Therefore, CA-RPL does not select less congested paths from
nodes to the root but it selects a path with least time delay.

4.3 Congestion-Aware Objective Function Design

In RPL, the objective function, which is completely responsible for network topology
construction, is separated from the core protocol specifications. This allows easy
design and implementation of a new objective function that satisfies the application
and network requirements. The objective function combines one or more RPL routing
metrics to produce a rank value which is advertised by a DIO control message. The
majority of packets are lost at node buffers when congestion occurs in 6LoWPAN
networks. Hence, it is important to consider the node’s buffer occupancy (measured
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(a) ETX (b) BO

Fig. 4.1 Network topology within congestion

at MAC layer) as a metric in the objective function calculation in order to make the
RPL routing protocol (network layer) aware of the dropped packets. Therefore, the
objective function reflects how much the node is congested. Here, we are considering
a cross-layer design where the MAC layer provides and exchanges buffer occupancy
information with the network layer.

To explain the importance of the buffer occupancy metric in RPL when congestion
occurs, consider the following simple scenario with a network of one sink node, two
intermediate nodes and two leaf nodes. At the network topology construction stage,
nodes 2 and 3 select the sink node (node 1) as parent and nodes 4 and 5 choose node
2 as parent as shown in Fig. 4.1a. First, the intermediate and leaf nodes send packets
to the sink node with low data rate. In this case, with ETX metric, the packets are
delivered successfully to the sink node and buffer overflow does not occur since the
nodes’ buffer is almost empty. After that, when an event occurs at the leaf nodes,
they start to send packets at high data rate. In this situation, both nodes 4 and 5
send high data rate packets to their parent, node 2, where buffer overflow occurs. On
the other hand, node 3 has no child node and its buffer is completely empty. With
ETX-OF, which does not reflect the buffer overflow, nodes 4 and 5 continue to send
their packets to node 2 where the majority of packets are lost at its buffer. Node 5 will
not change its parent to node 3 where its buffer is empty since ETX-OF does not take
the buffer occupancy into account. However, if the buffer occupancy is considered in
the objective function as a metric, node 5 will change its parent to node 3, when high
buffer overflow occurs at node 2, as the rank value of node 3 is smaller than the rank
value of node 2 as shown in Fig.4.1b. In this case, the network load is distributed
between node 2 and 3, and hence buffer overflow is reduced significantly.

To develop a new objective function which works efficiently under low and high
data conditions when congestion occurs. We must consider both the ETX metric
which is important with low data rate (as the majority of packets are lost at the wireless
channel) and the buffer occupancy (BO) metric (which is important to consider with
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congestion occurrence where the majority of packets are lost due to buffer overflow).
Thus, it is better to combine both metrics ETX and BO to develop a new objective
function that works efficiently with different conditions. The modified objective
function can be described as follows:

combined_metric = Wy, * ETX + wp, * BO, 4.1)

where w,,, should be high with low data rate and wy,, should be high during periods
of congestion, i.e. high traffic load. Hence, the buffer occupancy has been utilized as
an indicator to realize the probability of buffer overflow. Thus, w,,, and w;, are equal
to buffer-free space and buffer occupancy, respectively. For instance, with low traffic
where buffer is empty, w,,, becomes 100% while with high network traffic as the
buffer is full, wy, equals 100%. Therefore, the proposed objective function is aware
of congestion and reflects how much the node and wireless channel are congested
by using BO and ETX metrics, respectively.

4.4 Performance Evaluation

The proposed objective function has been tested and evaluated on three different
network scenarios through simulation by using Contiki OS and Cooja simulator. The
three networks were chosen to demonstrate performance on a small network of 10
nodes, a medium network of 19 nodes and a larger network of 35 nodes. CA-OF
is compared with three objective functions: OF0, ETX-OF and ENERGY-OF. In
all networks, we have used one sink node, a set of intermediate nodes which send
packets to the sink node every minute and a group of leaf nodes which send packets
at high data rate (4 packets/s) to create a congested situation. During the simulation,
intermediate and leaf nodes start sending packets after 60 s as the network topology
construction is completed. The protocol stack and simulation parameters used in the
simulation are shown in Table 4.1.

In the first network, we used one sink node, six intermediate nodes and three leaf
nodes where the sink node is located at the network edge. Figure 4.2 shows the total
number of lost packets during the simulation time due to buffer overflow and channel
loss for CA-OF, ENERGY-OF, ETX-OF and OFO. It is clear that CA-OF has less
buffer overflow packets than others as CA-OF considers the buffer occupancy as a
metric in its objective function and it tries to forward packets to the sink node through
less congested nodes leading to reduced buffer overflow. Figure 4.3 shows network
throughput which is measured as the number of successfully received packets at
the sink node every minute. With CA-OF, the sink receives more packets than other
objective functions, e.g. at simulation time of 20 min, the number of received packets
at the sink is 685, 586, 398 and 355 for CA-OF, ENERGY-OF, ETX-OF and OFO,
respectively.

Figure4.4 compares packet delivery ratio (PDR) of CA-OF, ENERGY-OF,
ETX-OF and OFO. It is obvious that as CA-OF forwards packets to the sink through
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Table 4.1 Protocol stack

Layer Protocol Parameter value
Application Every node periodically sends packet | Simulation time = 30 min for each
to sink node simulation
Transport UDP
Network ulPv6 + RPL
Adaptation SICSlowpan layer Compression method = HC06
Data Link CSMA (MAC layer) Buffer size = 8 packets
ContikiMAC (RDC layer) CCA count =2
802.15.4 (framer) MAC retransmission = 3
Channel check rate = § Hz
Physical CC2420 RF transceiver Max. packet length = 127 byte
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Fig. 4.2 Total number of lost packets in network 1

less congested nodes, it has better PDR than others with up to 85% compared with
77, 49 and 48% for ENERGY-OF, ETX-OF and OFO, respectively. Figure 4.5 illus-
trates the transmission and reception energy consumption in the intermediate and leaf
nodes per successfully delivered packet to the sink node. From this figure, we can
see that CA-OF consumes less energy than other objective functions. For instance,
the intermediate and leaf nodes consume energy of 2.4 mJ in the reception for every
successfully delivered packet to the sink with CA-OF compared with 2.77, 3.34 and
3.84 mJ in ENERGY-OF, ETX-OF and OFO, respectively. Also, from Fig.4.5, we
can see that energy consumption due to reception is higher than that due to trans-
mission. The reason is that a node receives all signals from other nodes in the same
transmission range at the physical layer. Then, the node passes the data to the MAC
layer for checking. If the packet is addressed to that node, then pass it to the network
layer. Otherwise, the node discards it.
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The second network consists of a sink node, 12 intermediate nodes and 6 leaf
nodes. We have counted the number of buffer overflow packets and channel loss
packets in the network for CA-OF and compared it with three other objective func-
tions as shown in Fig.4.6. This result shows that CA-OF loses less packets at the
buffer than others as CA-OF considers the buffer occupancy as a metric in its objec-
tive function. Consequently, CA-OF tries to forward packets to the sink node through
less congested nodes leading to reduced buffer overflow. Figure4.7 shows network
throughput which is measured as the number of successfully received packets at
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the sink node every minute. According to this figure, CA-OF has better network
throughput than others for the reasons stated above. Figure 4.8 illustrates the ratio of
the total number of received packets by the sink to the total number of sent packet
in the intermediate and leaf nodes. It is clear that CA-OF has higher ratio with value
of 79.57% than ENERGY-OF, ETX-OF and OF0 where they have a ratio of 58.19,
51.67 and 44.44%, respectively. During the simulation time, we have measured the
total energy consumption due to transmission and reception at the intermediate and
leaf nodes. Figure 4.9 shows the energy consumed in transmission and reception per
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successfully delivered packet. We note that with CA-OF, the energy consumption
in the network is less than others as ENERGY-OF, ETX-OF and OF0 waste energy
by transmitting and receiving packets which are then lost due to buffer overflow
on the path without successful delivery because the buffer occupancy has not been
considered.

Finally, we have tested CA-OF with a network of one sink, 24 intermediate nodes
and 10 leaf nodes (this is formed network 3). Figure4.10 shows the total number of
lost packets in the network due to buffer overflow and channel loss. As the proposed
objective function reflects how much the nodes are congested by using the buffer
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occupancy of these nodes as a metric, we can see that CA-OF saves more packets
than others by reducing the number of dropped packets at the buffer. Figure4.11
and Fig.4.12 show throughput as the number of received packets at the sink per
minute in the network and PDR, respectively. Generally, it is clear that CA-OF has
better performance in terms of PDR and throughput than ENERGY-OF, ETX-OF
and OFO0. Also, in Fig.4.11, we can see that throughput of CA-OF is fluctuated and
equals to others in the first 4 minutes. The reason is that the children nodes do not
receive DIO messages from their parents when congestion does occur to update
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Rank value. Transmission of DIO messages is controlled by an algorithm called
Trickle algorithm and based on configuration parameters: the minimum interval size
(Lnin), the maximum interval size ([,,4,) and the redundancy constant (K) [14]. In
the future, we are going to modify the Trickle algorithm operation to be aware and
adaptive to congestion, and therefore Rank value is updated directly when congestion
occurs. Lastly, Fig.4.13 shows the energy consumed in transmission and reception
per successfully received packet. This result demonstrates that CA-OF minimizes
the energy consumption in the network compared to others.
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Table 4.2 CA-OF performance compared with others

Objective function ENERGY-OF (%) ETX-OF (%) OFO0 (%)
Lost packets 36.1 46 49.9
Throughput 33.7 47.1 60.6
Packet delivery ratio 33.6 47.1 60.6
Energy consumption 254 214 28.7

Overall, based on these simulation results, it is clear that CA-OF improves
performance by the average values shown in Table 4.2 in terms of the number
of lost packets, throughput, packet delivery ratio and total communication energy
consumption as compared to other objective functions. On the other hand, the limi-
tation of CA-OF is that as the number of intermediate nodes within the coverage area
of the sink node is low, the number of possible routes to the sink is reduced. Thus,
CA-OF cannot find uncongested nodes to forward high data rate packets to the sink
without high packet drops at node buffers. Therefore, the performance advantage of
CA-OF increases as the number of nodes close to the sink is high and vice versa.

4.5 Conclusion

In this chapter, a new RPL metric called buffer occupancy, which is important to
consider when congestion does occur in 6LoWPAN network, and a new objec-
tive function called congestion-aware objective function are proposed in RPL rout-
ing protocol. The proposed objective function has been implemented and tested in
Contiki with three different size networks and compared with three objective func-



4.5

Conclusion 107

tions. The simulation results show than CA-OF can choose the least congested path
from a leaf node to a sink node by forwarding packets through less congested nodes.
Hence, CA-OF improves network performance in terms of packet delivery ratio,
throughput and energy consumption.
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Chapter 5
Game Theory Based Congestion Control | ¢
Framework

5.1 Introduction

WSNs connected to the Internet through 6LoWPAN have wide applications in
industrial, automation, health care, military, environment, logistics, etc. An esti-
mate by Bell Labs suggests that from 50 to 100 billion things are expected to be
connected to the Internet by 2020 [1], and the number of the wireless sensor devices
will account for a majority of these. Generally, the applications can be categorized
into four types: event-based, continuous, query-based and hybrid applications based
on the data delivery method [2, 3]. In the hybrid application type, the first three
categories are combined into hybrid application, i.e. sensor nodes send packets in
response to an event (event based) and at the same time send packets periodically
(continuous) as well as send a reply to a sink query (query based). This type of
application will be common in the future as WSNs are integrated with the Internet to
form the IoT [4]. In the IoT applications, the sensor nodes host many different appli-
cation types simultaneously (event based, continuous and query based) with varied
requirements. Some of them are real-time applications where the application data
is time-critical and delay-constrained, while others are non-real-time applications.
Some applications send very important data and losing this data is not permitted, e.g.
medical applications and fire detection applications. This brings new challenges to
the congestion control algorithms and mechanisms designed to be aware of applica-
tion priorities as well as node priorities. However, according to our best knowledge,
none of the existing congestion control literature in WSNs and 6LoWPAN networks
supports awareness of both node priorities and application priorities. To address this,
later we define a ‘priority cost function’ to support node priority awareness and
distinguish between high-priority nodes and low-priority nodes.

In 6LoWPAN networks, every node selects its parent based on RPL [5] where
there are three types of nodes: sink node, intermediate node and leaf node. When
congestion occurs, the leaf nodes start to send high data rate packets to their parent
node where each leaf node wants to send packets as high as it can in a selfish way
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without considering the remaining channel capacity, the available parent’s buffer
space and the other leaf nodes’ sending rate. This problem can be formulated as
a non-cooperative game where each selfish leaf node is modelled as a player in
the game. To the best of our knowledge, none of the existing works in the con-
gestion control literature of WSNs and 6LoWPAN networks uses game theory to
solve the congestion problem through traffic control (rate adaptation). However, the
non-cooperative game theory gives a natural and suitable framework to study and
formulate the congestion control problem in 6LoWPAN networks where the nodes
(players) are non-cooperative in their behaviours and each node demands high data
rate in a selfish way. Also, the non-cooperative game theory provides an optimal solu-
tion concept, which is Nash equilibrium, where each player (node) plays a strategy
(sending rate) to maximize its payoff given the strategies of other players.

This work is motivated by these considerations to propose a new congestion con-
trol algorithm called ‘Game Theory based Congestion Control Framework’ (GTCCF)
which uses the non-cooperative game theory framework to solve the congestion
problem and is aware of both node priorities and application priorities to support
the IoT application requirements. Our main contributions in this chapter include the
following:

e Design a congestion control game for mitigating congestion in 6LoWPAN net-
works. The node’s payoff function is formulated to achieve the node demand
(preference) for sending high data rate (utility function) and the desirable fair-
ness among leaf nodes according to their priorities (priority cost function), while
alleviating and mitigating congestion in the network (congestion cost function).

e Prove the existence and uniqueness of Nash equilibrium in the formulated conges-
tion control game. Also, the node’s payoff function is modelled as a constrained
nonlinear optimization problem which is solved by using Lagrange multipliers and
KKT conditions such that each node obtains its optimal solution (sending rate)
that satisfies the congestion alleviation.

e By using the formulated game, we propose a novel and simple congestion control
algorithm called GTCCF which is aware of node priorities and application prior-
ities to support the IoT application requirements. Also, the proposed framework
is designed and built on the unique characteristics of the IEEE 802.15.4 standard,
IPv6 and 6LoWPAN protocol stack.

e Implement and evaluate the performance of the proposed framework in the real
IoT operating system, Contiki OS [6], through Cooja simulator [7].

The remainder of the chapter is organized as follows: in Sect. 5.2 introduces a non-
cooperative game framework for congestion control, proves the existence of a unique
Nash equilibrium and computes the optimal solution for the designed game. The
implementation of the congestion control game in 6LoWPAN networks is provided
in Sect.5.3. In Sect. 5.4, simulation scenarios and results are given. Finally, Sect. 5.5
draws conclusions.
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5.2 Game Theoretic Formulation

5.2.1 Network Setup and Problem Formulation

In 6LoWPAN networks, the RPL routing protocol [5] is responsible for construct-
ing the network topology where three types of nodes are defined: sink (root) node
which provides connectivity to other networks and intermediate node which forwards
packets to the sink and leaf node. Consider a network of one sink node, S, a set of
intermediate nodes, I, and a set of leaf nodes, L, as shown in Fig.5.1. We consider
a group of leaf nodes (L, Ly, ..., L,,) are competing to send data packets to the
sink node through path I, (parent), I, ..., I; (dash lines in Fig.5.1). We denote by
L to leaf node k; Vk € M where M ={1,2,...,k, ..., m}. Also, we assume that
(1) each node in the network has a buffer size of B packets and (ii) the leaf nodes
have different priorities P = {py, ..., pk, - .., pm} Where py is the priority of node
Ly; Yk € M. The priorities of leaf nodes are specified by user based on importance
of node and importance of hosted applications, (iii) Each leaf node hosts N applica-
tions with different priorities where N = {1, 2, ..., j, ..., n}; we denote by p,ﬁ to
the priority of application j hosted in leaf node L, for all k € M and j € N. The
priorities of hosted applications are specified by user based on importance and type
of application (i.e. real-time application, reliable application, etc.) and (iv) each leaf
node L; has a maximum sending packet rate of A\;'“*.

In 6LoWPAN networks, when congestion occurs, the leaf nodes (L, Lo, ..., L,;)
start to send high data rate packets to their parent (/) in a selfish way where each leaf
node wants to send as many packets as it can without taking into account the available
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@) leaf node @ I,
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N
@ n
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Fig. 5.1 RPL-based network topology
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channel bandwidth, the buffer occupancy of the parent, the forwarding (service) rate
of the parent node and sending rate of other leaf nodes. This will increase packet loss,
energy consumption and end-to-end delay, decrease the network performance and
throughput and impact on the QoS aspects. These selfish leaf nodes and their parent
can be modelled as the following non-cooperative game G = (M, (Si)iem> (Pi)rem)
where

e Players: We have a group of M players (leaf nodes), Ly, ..., Ly, ..., L, where
m represents number of leaf nodes which are associated with parent, ;.

e Strategies: Si; Vk € M represents the feasible action space for player L;. Each
node (player) Ly can send a minimum data rate of zero and a maximum data
rate of A\J'**. Thus, S = [0, A\J"**] and the strategy space for all players is SS =
[Tis; Sk = [0, A9 x « - x [0, AJ9¥] X+ -+ x [0, Amax],

e Payoff function: We use ®; : SS — R to represent payoff function of player Ly;
Vk € M.The objective function of player Ly is to optimize its profit by maximizing
its payoff function ®; with respect to Ay over [0, A" ].

In our framework, the payoff function is modelled to reflect the leaf node demand
(desire) for sending high data rate (utility function), how much the parent node
is congested due to the leaf nodes (congestion cost function) and the importance
(priority) of the leaf node (priority cost function). Thus, the payoff function includes
the following three functions:

e Utility function: We use Uy (\¢) to represent the utility function of player Ly where
A, is sending rate (strategy) of player L. The utility function is designed such
that each player gets more profit by increasing its sending rate. Many types of
utility function are commonly used such as exponential, logarithmic, linear and
sigmoidal [8]. In our framework, we use the logarithmic utility function as it
has strict concavity property. Thus, we select the utility function of player L; as
follows:

Ur(M\) = log(\x + 1). (5.1)

e Congestion cost function: We use Ci (A, A_¢) to represent the congestion cost of
node (player) Ly where A_; = [A;]jem; = is the vector of sending rates (strate-
gies) of all players except player Ly and s = (A, A_x) € S is referred to as the
strategy profile. This function reflects how much the parent node is congested
due to the leaf nodes. One can use the buffer loss probability derived in Chap.3
(Eq.3.11) or Erlang B formula (blocking probability) to model the congestion cost
function. However, the second partial derivative of these equations is a complex
equation and implementing this equation on a limited processing capability sensor
node is very difficult and impractical. According to Queuing theory, if the arrival
rate at the parent node’s buffer is higher than the service rate from the parent, the
buffer starts overflowing the packets and congestion occurs. Thus, one possible
method is to choose the congestion cost function as the ratio between the total
receiving rate and total forwarding rate at the parent’s buffer. As the receiving rate
is greater than the forwarding rate, the ratio increases. Also, the number of leaf
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nodes has an impact on congestion. As the number of leaf nodes, m, increases,
the congestion situation becomes worse at the parent. Assume that a number of
sending packets from the leaf nodes are lost on the wireless channel before they
arrive at the parent node with a probability of P, , - :Vk € M. Thus, the conges-
tion cost function can be defined as follows:

m

(11— Pckh—lom))\k +1
k=1

Ci(k, Ap) =m , (5.2)

Aour + 1

where \,,; is the outgoing rate from the parent node such that \,,, > 0.

In Chap. 3, congestion analysis for 6(LoOWPAN networks with different parameters
and various scenarios was explored. It demonstrated that the majority of packets
are lost in the nodes’ buffer as compared to wireless channel loss when congestion
occurs. For example, with high offered load (i.e. 8 packets/second), the percentage
of packet loss due to buffer overflow is up to 99.66% compared to 0.33% due

to channel loss. Therefore, to simplify the analysis, we assume that P% _, in
Eq.(5.2) is zero; Vk € M. Thus, Cy (A, A_x) becomes as follows:
Ain + 1
Cr(Me, Ap) = , 5.3
k(A Ai) " (3.3)

where Ay = D A, Adpur = 0and 0 < N < A" forallk € M.
k=1
Remark 5.2.1 We add 1 to )\, in Eq.(5.1) and to \,,; in the denominator of Eq. (5.2)
to avoid making the values of utility function and congestion cost function equal to
—oo and oo, respectively. Since the value of \; ranges from zero to A*** and the value

of A\, is greater than or equal to zero; therefore, without adding 1, Uy (M) = —o0
when Ay = 0 and Cy,(\i, A_;) = oo when A\,,; = O0forallk € M.

e Priority cost function: We use Py (\; px) to represent the priority cost function of
player L;; Vk € M. Player L; has to pay a penalty based on its priority (py) and
its sending rate ()\;) to distinguish between high-priority nodes and low-priority
nodes. A player with less p; value has high priority (e.g.if p; = 1 and p; = 2, this
means that player L; has higher priority than player L ;). Therefore, the priority
cost function of player L; can be defined as follows:

Pr(Ae; pr) = prke. (5.4)

After we define the utility function Uy (\;), congestion cost function Cy (Mg, A_x)
and priority cost function Py (\g; py) for player Ly; Yk € M; therefore, the payoff
function of player L, can be stated as follows:

Ain +1
AULU‘ + 1

D (M, Ap) = wilog(M + 1) — agm — Bi ik (5.5
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where wy, ay and G are player preference parameters of functions Uy (\g), Ci(Ax,
A_x) and Py (\g; pr), respectively, such that wy, ay, By > 0; Yk € M. The values of
wy, oy and [ are chosen by user to satisfy the system objective and requirement.
For example, as the value of [ is greater, the difference between sending rate (\;)
of high-priority node and low-priority node is higher and vice versa.

A non-cooperative game has a solution when Nash equilibrium exists. In the
congestion control game G = (M, (Si)kem, (Pi)rem), a vector of strategies (send-
ing rates) s* € SS is called Nash equilibrium if no player can improve its pay-
off by changing its strategy while other players maintain their current strategies
where s* = [A], ..., A, ..., A}, ]. Mathematically, in this game, Nash equilibrium is
M-tuple {\}ren that satisfies the following:

V)\Z, )\k (S Skv)\]t 75 )\k,Vk eEM.

Lemma 5.2.2 In the congestion control game G = (M, (St)iem> (Pr)rem),
Yk € M, every strategy set Sy is compact and convex, @y (Mg, A_x) is continuous
function in the profile of strategies s € SS and concave in Sy, then, the game G has
at least one Nash equilibrium.

Proof The strategy set for all players {Li}xem is SS =[], Sk where 0 < §; <
AP Ve € M. As S = [0, A**], the strategy set of player Ly (S¢) is closed and
bounded. Thus, the set Sy is compact for all k € M.

Assume two points x, y € S, and v = [0, 1]. Thus, we have

0<vyx+ 1=y =<\,

this means that the point yx 4 (1 — v)y € Si. Therefore, we can say that the set S
is convex; Vk € M.
Consider the following twice-differentiable payoff function of player Ly:

)\in +1
/\out +1

O (M, Ap) = wilog(M + 1) — agm — Bk Pk

In order to determine the concavity of the payoff function, we define Hessian of
@ (s), where s = { A\ }rem, as follows:

Ajp A .. Ay
Axy Ay ... Ay

H(s) = , (5.6)

Aml Am2 cee Amm

0*d,

where Ak] = m
kCA]

Vk,je M.
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For all \; such that wy, ag, By > 0 and A,,; > 0; Vk € M,

)2

AL = ~ode <0 ifk=jiVkjeM 5
0 ifk £ j:Vk,jeM

According to the leading principal minor of H (s), it is clear that H (s) is negative
definite for all s € S, thus ®; (A, A_y) is strictly concave in Sy; Vk € M.

According to the Nikaido Isoda theorem [9], these conditions (in Lemma 5.2.2)
are sufficient to satisfy the existence of at least one Nash equilibrium in the
game G. ]

Lemma 5.2.3 The congestion control game G = (M, (St)kem, (Pi)kem) admits
unique Nash equilibrium in its pure strategy space.

Proof Letr = (ry, 12, ..., 1,) be an arbitrary vector of fixed positive parameters.
Based on Rosen’s Theorem (Theorem 2) [10], we define the weighted nonnegative
sum of the payoff functions ®; (¢, A_x); Yk € M as follows:

m

e A ) =D @A), e = 0. (5.8)
k=1

The pseudogradient of o (A, A_g; ) is given by
rVe (A, A-p)

RV®;y(A, As)

9N, A 1) = ; (5.9)

Wk 1
where V(Dk()\k, )\,k) = b\ — om

— Vke M.
11 o1

Now, we define the Jacobian matrix (G()\ZL:Z)\,/{; r)) of g(\x, A_x; r) with respect to
i as follows:

G\, A r) = , (5.10)

Bml Bm2 o Bmm

where B,',j = r,-A,-,j; Vi, ] eM.

Now, it is clear that the symmetric matrix [G (Mg, A_g; 7) + GT (M, A_g; 7)] is
negative definite for all \¢, A\_; € SS. Then, Rosen’s Theorem (Theorem 6) [10]
states that the function o(\¢, A_g; r) is diagonally strictly concave. Therefore,
according to Rosen’s Theorem (Theorem 2) [10], the game G has unique Nash
equilibrium in its pure strategy space. |
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5.2.2 Game Solution Computation

After we design the congestion control game and prove the uniqueness of Nash
equilibrium in the strategy space of each player, we need to find and compute the
optimal game solution (\}) where each player chooses a strategy that maximize its
payoff function. Consider the following constrained nonlinear optimization problem
P):

maximize (M, A_x),
)\kESk

subjectto ;> 0, (5.11)
M SN, Ve e M.

In order to solve the problem (P), we introduce the Lagrange multipliers u; and vy
and define the Lagrangian function £ (A, uy, vy) for player Ly; Vk € M as follows:

L = PNy Ap) + wp e + v O — M), (5.12)
where the KKT conditions of player L for optimality are as follows:

ug, v >0,
M >0,
A >0,
Ve @ik, Aop) + i Vi, () + vV, (AP — M) =0,
ur(A), A — X)) = 0.

The optimal data rate (A\}) for player Ly; Yk € M can be computed by solving
the problem (P) and it is as follows:

0 if condition 1

A = AP if condition 2 , (5.13)
Wi Aour+1)

it Bop Oy — 1 Otherwise

where condition 1 and condition 2, respectively, are

arm

1 + Bepr = wi, (5.14)
out

opm Wik
— <= 5.15
pY— + Bepr < N (5.15)

From Eq. 5.13, the optimal sending rate (\}) of leaf node L depends on the node
preference parameters (wy, oy and (), the forwarding rate of L;’s parent (\,,;) and
the number of leaf nodes (m) which forward their packets through L;’s parent node.
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The parameters wy, . and [y are already known by the node L; and the parameters
Aour and m are sent back to the node L, by its parent when congestion occurs through
broadcasting a DIO message piggybacked with congestion information.

5.2.3 Distribution of Node’s Sending Rate Among
Applications

In the IoT application, it is important for each node to be aware of the priorities
of the hosted applications. We assume that a leaf node, L, hosts N applications
with different priorities where N = {1, 2, ..., n}. We denote by p] the priority of
application j hosted in leaf node Ly where an application with less value of p; has
higher priority. After the leaf node calculates its sending rate (A}) based on the game
theory framework, the value of A} is distributed among applications according to
their priorities as follows:

M= 60\, (5.16)
1 ifn=1
- S
U= s G17
(n—l)_;pi
=1, (5.18)
j=1

where )\i is the sending rate of application j hosted in leaf node Ly, §; is weight of

application j and n is the number of applications such that p,{ > O forallk € M and
J €EN.

5.3 Game Theory Framework Implementation

In 6LoWPAN networks, the network topology is governed by RPL routing protocol
through transmission of DIO, DAO and DIS control messages. The DIO transmission
strategy is controlled by the Trickle algorithm. However, the Trickle algorithm is
not aware of the occurrence of congestion. Thus, the operation of the algorithm
is modified such that when congestion occurs at the parent node, the DIO packet is
immediately sent and congestion information is piggybacked on it.

Initially, a leaf node (L) selects its initial sending rate based on its priority (py)
and its maximum sending rate (A}'*") as follows:
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o \max
)\I(cmztzal) — k : Vk € M. (519)
Pk

The parent node periodically checks the congestion conditions every interval time
‘Iepeck’ - The value of I, has to be in the right range (e.g. typically 1, 2 or 3 s).
Below this range, the adaptation of the sending rate fluctuates wildly and also this
will increase the number of overhead DIO notification packets sent. If the value
of I.peck 18 too large, congestion may occur and the node will not check frequently
enough. If the arrival rate ()\;,) at the parent’s buffer is higher than service rate (A,y;),
the parent’s buffer will be blocked and congestion does occur. As a result, the parent
node broadcasts a DIO packet which contains the congestion cost function infor-
mation. The forwarding rate of parent \,,, is not constant with time. It is increased
or decreased due to the operation of the CSMA algorithm (i.e. backoff time), MAC
parameters (i.e. channel check rate) and number of active nodes. Thus, to avoid send-
ing high overhead DIO packets and fluctuating the sending rate of leaf nodes, we use
Brown’s simple exponential smoothing model [11] to estimate the actual maximum
sending rate as follows:

Aour (t + )= ’(/})‘out(t) +(1 - w))\ouz‘(t - 1): (520)

where Ay (t + 1), Aoy (2) and A, (f — 1) are the expected, current and historical
forwarding rate of the parent, respectively, and ) is smoothing factor such that
0 < 1 < 1. Alarge value of ¢ reduces the level of smoothing and gives high weight to
current measurement of \,,,;, while a value of ¢/ close to zero gives greater smoothing
effect and less responsive to recent changes in \,,; value. In this chapter, we set the
value of 1 to 0.4. Also, the parent node sends DIO packet when the number of leaf
nodes, m, changes because the optimal sending rate (Nash equilibrium) of each leaf
node will change. When the leaf nodes receive the DIO message, they update their
sending rate according to Eq.(5.13), where the parameters wy, oy, Or and p; are
already known to the player Ly; Vk € M. After that, the leaf node distributes the
updated sending rate (\;) among the hosted applications according to their priorities
as in Egs. (5.16) and (5.17). Algorithm 1 shows the procedures of GTCCFE.

5.4 Performance Evaluation

The proposed congestion control framework has been tested and evaluated on dif-
ferent network scenarios through simulation by using the Contiki 3.0 OS and Cooja
simulator. In related work, four proposed algorithms exist that use traffic control
strategies. These algorithms are DCCC6 [12], Griping [13], Deaf [13] and Fuse
[13]. The working principle of Deaf and Fuse algorithms is based on ACK packet
loss as the congestion indicator. However, it is impractical to use ACK packet loss
to detect congestion in the network because other reasons for missing ACK exist
such as packet error in the wireless channel. Therefore, our proposal is compared
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Algorithm 1 Congestion control framework
1: Input:
wy preference parameter of U (\)
ay preference parameter of C (A, A_x)
Ok preference parameter of P (\; pk)
¢ maximum sending rate
Icheck congestion check interval time
1) smoothing factor
2: Qutput:
An optimal sending rate to eliminate congestion
3: At each parent:
timer_set(congestion_timer, /cpeck );
If (timer_expired(congestion_timer)) then
If (\our < Ain or m changes) then
DIO.send();
End
timer_reset(congestion_timer);
End
4: At each leaf
Pk < priority of node Ly;

p]i <« priority of application j;

Ainitial g (5.19);

If (a new DIO message is received) then
A, < Eq.(5.13);
)\i <« Eq.(5.16);

End

with DCCC6 and Griping. In the simulation, we have used one sink node, a set of
intermediate nodes and a group of leaf nodes which at the beginning, start sending
packets at high data rate (6 packets/s) to create a congested situation. During the
simulation, the leaf nodes start sending packets after 60s so the network topology
construction is completed where the simulation time is set to 600 s. Cooja simulates
the hardware of a set of real sensor nodes such as Tmote Sky which is used in the
simulation. Also, Cooja simulator implements a number of wireless channel models
such as unit disk graph medium (UDGM)—distance loss which is used in the simu-
lation since interference is considered [14]. We use Powertrace [15] to measure the
energy consumption of each node where it is a runtime network-level power profiling
system that uses state tracking to estimate the energy consumption and it is accurate
up to 94%. The protocol stack and simulation parameters used in the simulation are
shown in Table 5.1. For our proposal, we have set I j..x = 384 clock ticks, wy = 15,
ax =17, B =09, 9 = 0.4 and A" = 8 packet/s; Yk € M where each 128 clock
ticks = 1s.
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Table 5.1 Protocol stack and simulation parameters

Layer Protocol Parameter value
Application Every leaf node sends high data rate | Application payload = 30 bytes
packets to sink
Transport UDP
Network ulPv6 + RPL Objective function = OF0
Adaptation SICSlowpan layer Compression method = HC06
Data link CSMA (MAC layer) Buffer size = 8 packets
Contikimac (RDC layer) MAC reliability (ACK) = enabled
802.15.4 (framer) MAC max. retransmission = 3
Channel check rate = 8 Hz
max. frame size = 127 bytes
Physical CC2420 RF transceiver

5.4.1 DCCC6 and Griping Implementation

In Contiki 3.0 OS, when the outgoing packet is unicast, the MAC layer stores the
packet in its buffer to check whether the channel is free before transmission. In
DCCC6 and Griping, the congested node sends a unicast notification packet to the
source node when congestion occurs since the buffer is full most of the time. There-
fore, the probability of loss of the notification packet due to buffer overflow is high.
In this case, the congestion situation gets worse as the source node does not know
about the congestion and it increases its sending rate. To avoid this, the sending of
a notification packet is modified from unicast to broadcast where the packet is sent
directly without storing it at the node’s buffer.

DCCC6 detects congestion by using a dynamic buffer occupancy threshold similar
to the one used in [16] where the buffer is monitored per incoming packet as follows:

1
threshould (k) = threshold(k — 1) + —

Ty (5.21)

where k is a small integer and [ is a constant increment of the queue length. In the
simulation, we set threshold(0) = 3 and [ = 2.

When the buffer occupancy is above threshold(k), the congested node sends
notification to source nodes. Each time, the congestion notification is received, the
sending rate is decreased by increasing the inter-packet interval ¢; by « as follows:

¥ X lmax
Vi

where t,,,, is @ maximum inter-packet interval and -y is a slop factor (y > 1). In the
simulation, we set v = 2 and t,,,, = 7680 clock ticks (1 min).

tiqi=L+ta=1t+ (5.22)
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Periodically every #;, the sending rate is increased by reducing ; by t; / as follows:

L
tiy1 =1 — 5 (5.23)

5= B %t x/ng+1
N (EX \/tmin)_«/[_i,

where t,,;, is a minimum inter-packet interval, n; is the number of active children
and 3 > 1. In the simulation, we set § = 4 and according to Table 5.1 in [17], for
channel check rate =8, #,,;, = 16 and ¢ = 21.8.

For Griping, when a node receives a new packet, it checks its queue length. If the
queue length is greater than a threshold, Q,,, the node sends back a control message.
However, the receiver cannot send more than one control message to the same sender
during K seconds. Whenever the sender receives the control message, it halves its
transmission rate. If no control message has been received during T seconds, the
sender increments its transmission rate. According to [13], we set Q,;,, = 6 packets,
k = 13 clock ticks and T = 96 clock ticks.

(5.24)

5.4.2 Sending Rate Adaptation Comparison

Figure 5.2 compares the rate adaptation mechanisms used in Griping, DCCC6 and
GTCCE. First, Griping algorithm employs the original AIMD policy for controlling
the sending rate where the rate is increased linearly by a small fixed step every T
seconds. Once congestion occurs, the rate is decreased to half and then again linearly
increased. Second, DCCC6 algorithm uses a modified AIMD mechanism where the

Sending rate (packet/second)

25t ; R ——
WWW
2r e +Optimal sending rate
o GTCCF
15 +"DCCC6
1 1 1 1 1 1 1 N G{Iplng J
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Time (clock tick)

Fig. 5.2 Sending rate adaptation comparison
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sending rate is increased by a variable step every ;. For example, at time 1168 clock
tick, the rate is increased from 3.5 to 3.65 (increasing step = 0.15), whereas at time
1360 clock tick, the increasing step is 0.2. On the other hand, the decreasing step is
variable and smaller than the step of the original AIMD. Finally, in GTCCF algorithm,
game theory is applied adapting the sending rate where the rate is calculated when
congestion occurs or the number of leaf nodes changes. From Fig. 5.2, it is obvious
that the sending rate in GTCCEF is closer to the optimal sending rate than others.
Also, the modified AIMD used in DCCC6 can be seen to have better rate adaptation
than the original AIMD mechanism used by Griping.

5.4.3 Scenario 1

In the first scenario, we use a simple network with one sink node, one intermediate
node and three leaf nodes (L, L, and L3) to demonstrate the behaviour and per-
formance of our proposal (GTCCF) compared with other algorithms (DCCC6 and
Griping). We have set the priorities of leaf nodes (L, L, and L3)to p; = 1, pp =2
and p3 = 3, respectively. Nodes L and L, host two applications each with priorities
p]' =1, P12 =3, p% = 1land p% = 2, respectively, whereas L3 hosts one application.

Figure 5.3 shows the number of received packets every second from the leaf nodes
at the sink. In GTCCEF, initially, the leaf nodes start to send with initial sending rate
asin Eq.5.19. After that, when congestion occurs, the leaf nodes adapt their sending
rate according to the derived solution as in Eq.5.13. For GTCCE, it is clear that the
node (L) with higher priority has the highest number of received packets (=~ 1.4
packet/s) as compared to other nodes, whereas the node L3 has the lowest number of
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Fig. 5.3 Number of received packets/s from leaf nodes at sink
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received packets (= 0.75 packet/s) as it has lower priority than others. For DCCC6
and Griping, the nodes do not obtain sending rates according to their priorities. For
example, in DCCC6, the node L, has higher sending rates than others, while the node
L has the highest priority. The reason is that GTCCF is aware of node priorities
where each node gets sending rate according to its priority; however, DCCC6 and
Griping do not consider the node priorities in their operation. Also, from this figure,
we can see that GTCCF has stable performance (number of received packets at sink)
with time as GTCCF computes the optimal sending rate (Nash equilibrium) for each
leaf node and this rate is still stable unless the number of leaf nodes changes or the
service rate at the intermediate node is less than the incoming rate. On the other
hand, DCCC6 has fluctuating sending rate. The reason is that DCCC6 uses modified
AIMD where the sending rate is continuously increased every inter-packet interval
(#;) by a variable amount and decreased by o when congestion does occur and then it
starts increasing every #;. While Griping has the lowest throughput per leaf node as
it uses the original AIMD where the sending rate is incremented every interval time
by a small fixed step and decreased to half when congestion occurs. Also, Fig.5.3
shows that the modified AIMD used in DCCC6 has better performance in term of
throughput than the original AIMD used in Griping.

Figure 5.4 shows the overall throughput which is the total number of received
packets every second at the sink node. It is clear that GTCCF has stable and higher
throughput as compared to other algorithms as well as DCCC6 has better through-
put than Griping algorithm for the same reasons stated above. Figure5.5 shows
the sending rate of applications hosted in the leaf nodes for GTCCF where L
and L, host two applications each and L3 hosts only one. It is obvious that each
node distributes its sending rate among hosted applications according to their prior-
ities. For example, in the node L, application 1 (App.1) obtains high sending rate

35
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Fig. 5.4 Number of received packets/second at sink
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Fig. 5.5 Applications’ sending rate for GTCCF

(= 1.1 packet/s) as compared to application 2 (App.2) (= 0.35 packet/s) which has
low priority. While the node L3 allocates all its sending rate to application 1 as it is
hosted alone.

Figure 5.6 shows end-to-end delay which is the time between a packet being gen-
erated at the application of the source until its successful reception at the application
of the final destination. It is clear that GTCCF and Griping have lower end-to-end
delay as compared to DCCC6. In GTCCF and Griping, initially, when congestion
occurs, the delay is high because the buffer is full so packet waiting time in the buffer
is high. After that, when each node computes its optimal sending rate (in GTCCF) or
halves its sending rate (in Griping), the delay of packets will decrease. On the other
hand, DCCC6 has higher delay than other algorithms because the nodes’ sending
rates are increased periodically every #; and decreased when congestion occurs and
then increased and this process continues. As a result, the packets wait a long time
in the nodes’ buffers.

Figure 5.7 shows the energy consumption due to transmission and reception in
the leaf and intermediate nodes per successfully delivered packet (i.e. energy con-
sumption per packet = total energy consumption due to Tx and Rx/total number of
received packets at sink). We note that with GTCCEF, the energy consumption in the
network is less than others as DCCC6 and Griping waste energy by transmitting
and receiving packets which are then lost due to buffer overflow on the path without
successful delivery. Also, the consumed energy per packet in Griping is significantly
higher than others as the number of delivered packets to sink in Griping is much
lower than others. Figure 5.8 shows the total number of lost packets in the network
due to buffer overflow. It is obvious that GTCCF loses less packets at the buffer than
others. GTCCF loses packets at the beginning and after the optimal sending rates
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Fig. 5.7 Energy consumption per successful packet

(Nash equilibrium) are computed, the number of lost packets due to buffer overflow
becomes zero. However, the number of lost packets in DCCC6 is higher than Griping
algorithm as the sending rates are increased by a small step in Griping whereas by a

large step in DCCC6.

Figure 5.9 shows the weighted fairness index (W F[) which is an indication of
how much the nodes associated with a parent are treated fairly according to their
priorities. We measure this performance metric to show and determine whether the
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algorithms achieve a fair allocation of the network resources (i.e. throughput) among
nodes. We have calculated this metric similar to that used in [18] as follows:

m 2
[ > thkpki|
WFI=-F=L 4 (5.25)

m

m Yy (thypi)?

k=1

where thy is throughput of leaf node Ly.
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Tab}e 52 Algorithm,s . Performance metric | GTCCF DCCC6 Griping

performance summarization

in scenario 1 Throughput/L 1.459 0.690 0.068
Throughput/L, 1.003 0.853 0.072
Throughput/L3 0.751 0.698 0.062
Overall throughput | 3.214 2242 0.203
Delay/packet 0.493 1.104 0.549
Energy/packet 5.266 7.135 21.496
Lost packets/s 0.025 0.385 0.094
Average WFI 0.970 0.856 0.847

From this figure, it is clear that GTCCF achieves fairness index close to 1 which
indicates for high fairness allocation of overall throughput among the leaf nodes
based on their priorities. On the other hand, DCCC6 and Griping have lower W F'1
than GTCCF as they do not support awareness of node priorities.

Table 5.2 summarizes the performance of GTCCF, DCCC6 and Griping algo-
rithms in the first scenario in terms of average number of received packets per sec-
ond per leaf node (throughput/leaf), the total number of received packets per second
(overall throughput), average end-to-end delay per packet in seconds (delay/packet),
average energy consumption per successful delivered packet (energy/packet), aver-
age number of lost packets per second due to buffer overflow (lost packets/s) and
average weighted fairness index (average W FI).

5.4.4 Scenario 2

In the second scenario, we use a multihop network with one sink node, 15 intermediate
nodes and 5 leaf nodes distributed randomly (the network topology in this scenario
is similar to the network topology in Fig.5.1). L and L select an intermediate node
(Py) as their parent, L, and L3 choose parent (P,), whereas the node L5 is associated
alone with parent (P3). We have set the priorities of nodes (L, L, L3, L4 and Ls) to
pr=1,p=2,p3s=1, ps =2,and ps = 2, respectively. The node L hosts three
applications with priorities pj = 1, p} = 2 and p; = 3, the nodes L, and Ls host
two applications each with priorities p} = p? = 1 and p3 = p! = 2, whereas L;
and L4 host one application each. From scenario 1, it is clear that Griping has the
worst performance due to the rate adaptation mechanism used in Griping. Therefore,
in this scenario, only GTCCF and DCCC6 are compared.

Figure 5.10 shows the number of received packets from each leaf node every
second at the sink node. For GTCCF, the number of received packets from L
(= 1.1 packet/s) is higher than node L, (= 0.8 packet/s) as it has higher priority.
Similarly, L3 has higher number of received packets (& 0.3 packet/s) at sink than
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L4 (= 0.15 packet/s). On the other hand, for DCCC6, the number of received pack-
ets from node L and L, is approximately the same (=& 0.6 packet/s) and from Lj
and L, is also the same (& 0.1 packet/s). Also, from this figure, we can see that
the number of received packets from nodes L; and L is higher than nodes L3 and
L. The reason is that the forwarding rate of parent (P;) is higher than parent (P»)
as P; is located nearer to the sink than P,. Figure5.11 shows overall throughput
which is the total number of received packets at the sink every second. It is obvi-
ous that GTCCEF has better throughput than DCCC6 for the same reasons stated in
scenario 1. Figure5.12 shows the sending rate (packet/second) for the applications
hosted in the leaf nodes for GTCCF algorithm. Itis clear that each leaf node distributes
its sending rate among its applications according to their priorities. For example, the
average sending rates of applications 1, 2 and 3 hosted in node L, are 0.488, 0.39
and 0.29 packet/s, respectively.

Figure 5.13 shows the end-to-end delay which is the time in second since a packet
is generated at the leaf node until its arrival at the sink node. From this figure, it
is obvious that GTCCF has lower end-to-end delay than DCCC6 algorithm for the
same reasons stated in scenario 1. Figure5.14 shows the energy consumption per
successfully received packet (in mJoule) in the leaf and intermediate nodes due to
packet transmission and reception. This figure shows that GTCCF consumes less
energy as compared to DCCC6. Figure 5.15 shows the number of lost packets every
second due to buffer overflow in each leaf node and intermediate node. It is clear
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Fig. 5.12 Applications’ sending rate for GTCCF

that the number of lost packets in GTCCF is lower than DCCC6 algorithm in both
leaf nodes and intermediate nodes. Figure 5.16 shows the weighted fairness index
for GTCCF and DCCC6. It is obvious that GTCCF has better fairness index than
DCCCE6 as it considers the priority of each leaf node in its operation. In general,
Table 5.3 summarizes the overall performance of GTCCF and DCCC6 in scenario 2.
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Overall, based on the simulation results from scenario 1 and scenario 2, it is
obvious that GTCCF and DCCC6 have better performance than Griping algorithm.
Also, it is clear that GTCCF improves performance in terms of overall throughput,
end-to-end delay, energy consumption, number of lost packets due to buffer overflow
and average weighted fairness index by 30.45, 39.77, 26.37, 91.37 and 13.43%,
respectively, as compared to DCCC6 algorithm.
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Table 5.3 Algorithms

performance summarization Performance metric GTCCF DCCCo6

in scenario 2 Throughput/L 1.172 0.629
Throughput/L, 0.807 0.666
Throughput/L3 0.305 0.120
Throughput/L4 0.155 0.155
Throughput/Ls 0.657 1.062
Overall throughput 3.098 2.635
Delay/packet 7.276 10.195
Energy/packet 25.590 34.841
Lost packets/s 0.224 2.085
Average WFI 0.981 0.864
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5.5 Conclusion

In this chapter, the congestion problem in 6LoWPAN networks is modelled as a
game by using the non-cooperative game theory as well as the uniqueness of Nash
equilibrium in the pure strategy space of the designed game is proved. Also, anew and
simple congestion control mechanism called game theory based congestion control
framework (GTCCEF) is proposed. To support the IoT application requirements, the
proposed framework is aware of node priorities and application priorities. Also,
GTCCEF is built and designed on the unique characteristics of IEEE 802.15.4, IPv6
and 6LoWPAN protocol stack. The proposed algorithm is evaluated in Contiki 3.0
OS under two scenarios and compared with other algorithms. Simulation results
show that our proposal improves the QoS aspects, e.g. throughput, end-to-end delay,
energy consumption, packet loss ratio and weighted fairness index as compared to
existing algorithms.
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Chapter 6 ®)
Optimization-Based Hybrid Congestion st
Alleviation

6.1 Introduction

In general, two main methods are used to solve and alleviate congestion in WSNs
and 6LoWPAN networks: rate adaptation (traffic control) and traffic engineering, i.e.
selection of an alternate non-congested path (resource control) to forward packets
to destination nodes [1, 2]. In traffic control, the sending rate of the source node is
reduced to a specific value such that the number of injected packets into the network is
reduced and therefore, congestion is alleviated. However, for time-critical and delay-
constrained application (e.g. medical applications and fire detection applications),
reducing the data rate is not desirable and impractical. In the resource control method,
packets are forwarded to destination node through alternative non-congested paths
without adjusting the sending rate. However, sometimes non-congested paths are
not available and therefore, congestion cannot be avoided. Thus, it is very important
to combine the above two strategies into a hybrid scheme and utilizing the positive
aspects of using both traffic control and resource control. In such case, the resource
control strategy is firstly used for searching non-congested paths. If they are not
available, then the sending rate is reduced by applying the traffic control strategy. To
the best of our knowledge, no existing congestion control mechanism in 6LoWPAN
networks combines both strategies to solve the congestion problem.

The RPL [3] is expected to be the standard routing protocol for 6LoWPAN
networks and the IoT. In 6LoWPAN networks, RPL is responsible for construct-
ing the network topology based on an objective function which combines one or
more routing metrics into a Rank. Each node selects a neighbour as its parent with
the best Rank. In case of congestion, the main challenge is that the node ranks
the parents and paths from the least to the most congested and selects the best
one when congestion occurs according to multiple routing metrics. Thus, the selec-
tion of a parent can be modelled as a multi-criteria decision problem which can
be solved by using a multi-attribute decision-making (MADM) technique. MADM
presents a suitable approach and promising solution for the parent selection problem
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within congestion. However, sometimes a non-congested parent is not available and
applying the traffic control strategy is important to mitigate and alleviate congestion in
the network. When congestion occurs, each node starts to send high data rate packets
to its parent without considering the parents forwarding rate, the available band-
width and other nodes’ sending rate. Therefore, adapting and allocating the sending
rate to each node subject to congestion alleviation are important. The nodes’ send-
ing rate adaptation can be modelled as a constrained optimization problem which
can be solved by using optimization theory [4]. Optimization theory provides the
necessary tools and techniques that can adjust node sending rate optimally and satis-
factorily. However, none of the existing congestion control algorithms in WSNs and
6LoWPAN networks utilizes and uses MADM and optimization theory to mitigate
congestion in the network.

This work is motivated by these considerations to propose a novel congestion
control algorithm called ‘optimization-based hybrid congestion alleviation’ (OHCA)
which combines both traffic and resource control strategies into a hybrid solution to
utilize the benefits of using both of them. Also, OHCA uses a multi-criteria optimiza-
tion approach for selecting less congested parent and path to forward packets to the
final destination as well as optimization theory for controlling and adapting nodes’
sending rate when the non-congested parent is not available. Our main contributions
in this chapter include:

e Proposal of a new congestion alleviation algorithm called OHCA which provides
a hybrid solution to the congestion problem in 6LoWPAN networks to use and
utilize the network resources effectively. The proposed algorithm first applies the
resource control strategy which searches for the non-congested path by utilizing
a MADM technique. If the resource control method cannot be applied, then the
traffic control strategy is executed to reduce the number of injected packets into
the network by using optimization theory. Thus, OHCA utilizes the advantages of
both strategies by bridging these two methods for congestion control and providing
the optimal solution.

e Model the selection of parents within congestion as a multi-criteria decision prob-
lem which can be solved by using the grey relational analysis (GRA) method [5].
GRA ranks the parents from least to most congested and selects the best one by
combing a set of routing metrics (attributes). In our proposal, we use three routing
attributes: expected transmission count (ETX), buffer occupancy (BO) and queue
delay (QD). Thus, the GRA approach is integrated with the RPL objective function
to make our proposal compatible with the 6LoWPAN protocol stack. The weights
of routing metrics are calculated by using the standard deviation method.

e Model the nodes’ sending rate adaptation as a constrained optimization problem
which can be solved using network utility maximization (NUM) framework. Here,
we utilize the NUM framework in 6LoWPAN networks to allocate data rate to
each node when congestion occurs where each node has a utility function. The
node’s utility function is modelled as a constrained nonlinear optimization problem
which is solved by using Lagrange multipliers and KKT conditions such that each
node obtains its optimal solution (i.e. sending rate) that satisfies the congestion
alleviation.
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e In the IoT applications, sensor nodes host many application types simultaneously
with different requirements. Some of them are real-time applications where data is
important and time critical, while others are non-real-time applications. Therefore,
it is important that a new proposed algorithm supports awareness of both node
priorities and application priorities. Thus, our proposal (OHCA) is aware of node
priorities and application priorities to support the IoT application requirements.
How to allocate and adapt the applications’ sending rate in an effective way based
on their priorities is important. In this chapter, we model the ‘applications’ sending
rate adaptation’ problem as a constrained optimization problem by using the NUM
framework where Lagrange multipliers and KKT conditions are used to compute
the optimal application’s sending rate. Furthermore, OHCA is designed and built
on the unique characteristics of the IEEE 802.15.4 standard, IPv6 and 6LoWPAN
protocol stack.

e Implement and evaluate the performance of the proposed algorithm in the real IoT
operating system, Contiki OS [6], through Cooja simulator [7].

The remainder of the chapter is organized as follows: Sect.6.2 introduces the
network setup and formulates the problem. Section 6.3 introduces resource control
strategy based on MADM. The traffic control strategy based on optimization theory
and NUM framework is given in Sect. 6.4. The implementation of the hybrid conges-
tion control algorithm in 6LoWPAN networks is provided in Sect. 6.5. In Sect. 6.6,
simulation scenarios and results are given. Finally, Sect. 6.7 draws conclusions.

6.2 Network Setup and Problem Formulation

In 6LoWPAN networks, the RPL routing protocol [3] is responsible for constructing
the network topology. Three types of nodes are defined: sink (root) nodes which
provide connectivity to other networks, intermediate nodes which forward packets
to the sink and leaf nodes. Consider a part of the network (dashed-line rectangle
[A] in Fig.6.1) where 5, 2 and 1 leaf nodes select node 1, node 2 and node 3,
respectively, as their parents at the network topology construction stage. Under low
data rate, the leaf nodes send packets to the sink through their parents successfully.
However, when congestion does occur, the leaf nodes start to send heavy traffic
packets to their parents. In this situation, node 1 forwards packets from 5 leaf nodes,
whereas node 2 and node 3 forward packets from 2 and 1 leaf nodes, respectively.
According to congestion analysis in [8], the majority of packets are lost due to buffer
overflow when congestion occurs in 6LoWPAN network. Thus, a large number of
packets are lost at node 1’s buffer as its receiving rate from 5 leaf nodes is much
higher than its forwarding rate. The default routing metrics specified in RFC 6551
[9] and de facto objective functions (ETX-OF [10] and OFO [11]) do not reflect or
are aware of congestion occurring. Hence, they do not distribute and balance the
traffic load among parent nodes to reduce packet loss due to parents’ buffer over-
flow (i.e. the leaf nodes do not change their current parent and select another less or



138 6 Optimization-Based Hybrid Congestion Alleviation

@) sink node
intermediate node
@ leafnode

Fig. 6.1 Network topology based on RPL

non-congested one) as shown in dashed-line rectangle [B] in Fig.6.1. The authors
in [8, 12-14] also have demonstrated the problem of ‘load balancing’ or ‘parent
selection” within congestion in the RPL routing protocol. However, even with
congestion-aware routing metrics and objective functions, sometimes a leaf node
cannot find a less or non-congested parent and the incoming rate to the parent is
higher than its outgoing rate. Therefore, according to Queuing theory [15], the par-
ent’s buffer starts overflowing the incoming packets and congestion still exists. Thus,
itis very important to have a rate adaptation policy to reduce the number of sent pack-
ets and therefore congestion can be controlled in the network. In this chapter, we
address both ‘parent selection” and ‘rate adaptation’ problems and develop a hybrid
solution to alleviate congestion in 6LoWPAN networks as shown in the next sections.

6.3 MADM-Based Resource Control

In RPL, the objective function, which is completely responsible for constructing the
network topology, is separated from the core protocol specifications. This allows easy
design and implementation of a new objective function that satisfies the application
and network requirements. The objective function combines one or more routing
metrics to produce a rank value which is advertised by a DIO control message. Here,
we use and utilize a multi-criteria optimization approach to combine three routing
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metrics and develop a new objective function called MADM-OF. The proposed objec-
tive function addresses and solves the ‘parent selection’ problem within congestion
by selecting a less or non-congested parent node from the existing ‘alternatives’ or
‘parents’ by considering multiple ‘attributes’ or ‘routing metrics’. In our proposal,
we use GRA approach which is part of grey theory developed by Deng [16] and it
has been successfully applied for solving different problems in various fields [17].
Before we describe the procedures of GRA methodology, we list and explain the
routing metrics (attributes) used to find the best parent (alternative) in term of con-
gestion. We use three routing metrics which reflect how much the nodes and network
are congested: BO, ETX and queuing delay (QD).

One can use more routing metrics such as channel load (channel busyness ratio),
packet loss and energy consumption [18]. But, as a sensor node has limited com-
putation capability and to keep the calculation simple and straightforward, we use
the above three metrics which are appropriate and reflect how much the node and
wireless link are congested.

6.3.1 Grey Relational Analysis Procedure

Suppose a node (decision-maker) has a set of m candidate parents (alternatives)
A={a;,i =1,2,...,m} with a set of 3 routing metrics (attributes) R = {r;, j =
1,2, 3} for each parent and a weight vector G = {g;, j = 1, 2, 3} which represents
the importance (weight) of the attributes. Then, the MADM parent selection problem
can be represented by a decision matrix D as follows:

ri(ay) ra(ar) ri(ar)

ri(az) r(ax) riy(az)
D = : : : , (6.1)

rl(am) rZ(am) r3(am)

where r;(a;) represents the value of jth routing metric (attribute) for the ith parent
(alternative) foralli = 1,2,...,mand j = 1, 2, 3. For our proposal, we have three
routing metrics: BO, ETX and QD. Thus, r; = BO, r, = ETX and r; = QD.

The procedure of GRA consists of four steps to generate the global comparison
among the candidate parents as follows [5]:

1. Grey Relational Generating (Normalization): as the unit of routing metrics are
different (e.g. BO is measured in packets, while QD is measured in seconds),
processing all values for every routing metric into a comparability sequence is
necessary as follows:

H}ﬁX{Vj(ai)} —rj(a;)
i 62)

Yij = HLaX{rj(ai)} - n\}i.n{r.i(a")}’
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where x;; € [0, 1] is the normalized value of jth routing metric for the ith parent
foralli =1,2,...,mand j = 1,2, 3. In our MADM, all attributes (BO, ETX
and QD) are cost. Equation(6.2) is used for cost attributes, while for benefit
attributes, there is another equation (see Eq. (2) in [5]).

2. Reference Sequence Definition: the reference sequence is used to find the alterna-
tive (parent) whose comparability sequence is closet to the reference (preferred)
sequence. In our MADM, if the value of x;; is equal to 1 or nearer to 1, this means
the performance of parent i is the best one for routing metric j. Thus, we define
the reference sequence xo; = 1 forall j = 1,2, 3.

3. Grey Relational Coefficient Calculation: grey relational coefficient is used to
determine how x;; is close to xo; and it can be calculated as follows:

i tau) + Cuta)

v(xij, Xoj) = , (6.3)

Ay + C%@PJ?{AU}

where A;; = |xo; — x;;| and ¢ € [0, 1] is the distinguishing coefficient for all
i=1,2,...,mand j =1,2,3.

4. Grey Relational Grade Calculation: after the grey relational coefficients v(x;;,
Xo;) Vi, Vj are calculated, finally, the grey relational grade of parent (alternative)
a; foralli = 1,2, ..., m can be calculated as follows:

3
L) =) g;7(xij, %o)), (6.4)

j=1

where g; is the weight of routing metric (attribute) j for all j = 1, 2, 3 such that
Zj‘:l gj =1

The grey relational grade is equivalent to the RPL objective function rank where
a node selects a parent with largest grey relational grade which represents the best
rank. The procedures to calculate the rank value is similar to the default RPL but
with different methodology (Here we use GRA method). The advantages of GRA
methodology are: (i) the results are based on the original data and (ii) the calculations
are simple and straightforward where the 6LoWPAN mote has limited processing
capability [19].

6.3.2 Routing Metric Weights Calculation

The weights g;, g» and g3 represent the importance of attributes (routing metrics) BO,
ETX and QD, respectively. The weight of attributes plays an important role in the
process of decision making where many methods have been proposed to determine
the weights [20]. Here, we use the standard deviation (SD) method due to its simple
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calculations as 6LoWPAN motes have constrained computational power. The SD
method determines the weights in terms of their standard deviations as follows [20]:

gj

9j =7 ) (6.5)
Z Ou
u=1
1 &« .
0= |- > i —xp)2, (6.6)
i=1

- l
%= inj, (6.7)

i=1

for all j = 1, 2, 3 where m is number of parents (alternatives).

6.4 Optimization-Based Traffic Control

The MADM-OF searches for non-congested parents to mitigate congestion by
achieving traffic load balancing and distribution. On the other hand, sometimes,
the non-congested parent is not available and congestion still exists. Thus, applying
the traffic control strategy is important to reduce the number of injected packets and
therefore congestion can be controlled and solved. Here, we utilize optimization the-
ory to propose a new Traffic Control mechanism called NUM-TC which adapts the
source nodes’ sending rate by using the NUM framework when the resource control
strategy cannot be applied. Consider a parent node has a set of z children nodes,
L ={N;,l=1,2,...,z} which are competing to send data packets to sink through
their parent. Also, we assume that: (i) Each node in the network has a buffer size of B
packets, (ii) The children nodes have different priorities P = {p, p2, ..., p;} where
pi is the priority of node N; such that p; > Oforall/ =1, 2, ..., z. The priorities of
children nodes are specified by user, based on the importance of node and the impor-
tance of the hosted applications, (iii) Each child node hosts a set of y applications
K = {appk; k=1,2,...,y} with different priorities, denoted by p;‘ to the priority
of application appk hosted in child node N; such that sz >O0foralll=1,2,...,z2
andk = 1,2, ..., y. The priorities of hosted applications are specified by user based
on importance and type of application (i.e. real-time application, reliable application,
etc.).

According to Queuing theory, congestion and buffer overflow occur when the
incoming rate to a parent node ()\;;) from its children nodes is higher than its for-
warding rate (\,,,). So, the problem is how to allocate the available parent’s forward-
ing rate (\,,;) among the children nodes in an efficient manner such that congestion
can be alleviated. The NUM framework can be used to model the ‘sending rate
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allocation’ problem as a constrained optimization problem where a node N; has
a utility function U;()\;) and ), is the sending rate allocated to node N; for all
[ =1,2,...,z. Formally, the NUM problem can be expressed as follows [21]:

maxi)\mize Z U\,
=1

Z
subjectto Y N < Aour, (6.8)
=1
N=0, Vi=1,2,...,z,

where A is a vector consisting of Aj, Az, ..., A, and A, > 0.

Many types of utility function are commonly used such as exponential, logarith-
mic, linear and sigmoidal [22]. In our framework, we use the logarithmic utility
function as it has strict concavity property. Also, different utility functions exist in
term of fairness such as proportional fairness, weighted proportional fairness and
max-min fairness [23]. We select the weighted proportional fairness to satisfy that
each node obtains sending rate according to its priority. Thus, the utility function of
node N; can be expressed as follows:

Ui(\i) = drlog(h), (6.9)

where ¢; is the weight of node N;’s utility function such that ¢; > 0 for all
[=12,...,z

6.4.1 Optimal Sending Rate Computation

The proposed utility function U;()\;) is an increasing, strictly concave and contin-
uously differentiable function of A\; over \; > 0 forall/ = 1,2, ..., z. From clas-
sical optimization theory, the problem in Eq.(6.8) has a unique global maximum
solution (point) [24, 25]. The problem in Eq. (6.8) can be solved using either cen-
tralized algorithms or decentralized algorithms. The centralized algorithms are very
fast for finding an optimal solution in practice [26]; however, the main challenge is
the overhead by exchanging congestion information among nodes in the network.
The decentralized distributed algorithms decompose the original problem into sub-
problems (solved locally) and a master problem (e.g. primal decomposition and
dual decomposition) to reduce information exchanged among nodes in the network
[21, 27]. However, by using these algorithms, convergence to an optimal solution
may require a long time and the solution in 6LoWPAN networks has to be fast and
quick. Also, in our framework, the parent node can send congestion information
in a simple way by sending a broadcast message. Now, since log(\;) — —oo as
A —> 0, the optimal sending rate (solution) will assign a strictly positive rate to
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each node, and so the last constraint can be ignored [21]. Thus, in order to solve the
problem in Eq. (6.8) without decomposing, we introduce the Lagrange multiplier v
and define the Lagrangian function £(\, v) foralll = 1,2, ..., z as follows:

E(A, v) = Z Ul()\l) +v ()\out - Z )\1) s (610)
=1 =1

where the KKT conditions for optimality are as follows:

v >0,
4
AUut - Z )\] Z 0,
=1
< Z
VY UMW) +vV (AW, = A,) =0, (6.11)
=1 i=1

k4
v </\0ut - Z )\1> = 0.
=1

Then, the optimal sending rate of node N; after solving the problem in Eq. (6.8) is as
follows: N
N = ¢l out (6.12)
> Pe
c=1

6.4.2 Allocation of Node’s Sending Rate Among Its
Applications

In the IoT applications, a sensor node does not host a single application as in the
traditional WSNs. However, it hosts many applications with different requirements.
Some of them are real-time applications where data is time critical, while others are
non-real time applications. Therefore, it is important for each node to be aware of
the priorities of the hosted applications. Consider a node hosts a set of y applications
K = {app*; k = 1,2, ..., y} with different priorities competing to send data packets
through the node as shown in Fig. 6.2. We denote by plk to the priority of application
app" hosted in node N; forall/ =1,2,...,zand k =1,2,...,y. To allocate the
node’s sending rate (\;) fairly among its applications according to their priorities and
prevent buffer overflow to occur inside the node (i.e. internal congestion), we can
model the “application sending rate allocation” problem as a constrained optimization
problem by using the NUM framework. In the NUM framework, an application, app,
has a utility function U k()\f) where )\f‘ is the sending rate allocated to application
app" hostedinnode N, forallk = 1,2, ..., yandl =1, 2, ..., z. Itcan be expressed
as follows:
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Fig. 6.2 Node model Node N
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subject to Z M< N, (6.13)

k=1
MN>0, Vk=1,2,...,y.

We use the logarithmic, weighted proportional fairness utility function such that each
application obtains a sending rate according to its priority as follows:

UK\ = ¢F log(\), (6.14)

where ¢ is the weight of application app®’s utility function such that ¢* > 0 for all
k=1,2,...,y
To solve the problem in Eq. (6.13), following the same procedures used to solve
the problem in Eq.(6.8) and the optimal sending rate of application, app;‘ , 18 as
follows:
¢k/\1

Zcb"

o= (6.15)

‘We note that the solutions in Egs. (6.12) and (6.15) associate with each node N;’s
sending rate and each application app*’s sending rate a weight value (w; and w*) to
obtain a weighted proportional fairness among nodes and applications. The optimal
sending rate of each node N; and each application app® depends on the weight
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of node N;’s utility function and application app*’s utility function respectively. As
the value of weight is high, the node N; and application app* get higher sending
rates.

With regards to the values of ¢; and ¢, if a node (an application) with higher
i ( p;‘) value has high priority (e.g. if p; = 1 and p; = 2, this means that node N;
has higher priority than node N;), then ¢ = p; (¢* = pf). On the other hand, if a
node (an application) with a lower p; ( p;‘ ) value has high priority, then ¢; = 1/p;
(" = 1/p).

6.5 Hybrid Congestion Alleviation Algorithm
Implementation

The OHCA algorithm is designed to use the network resources effectively and utilize
positive aspects of using both resource and traffic control strategies. According to
Queuing theory, if the arrival rate ();;,) at a parent’s buffer is higher than the service
rate (A\,,r), the parent’s buffer will overflow and congestion will occur. Thus, the
parent node periodically checks the congestion condition (\;, > \,,;) every interval
time ‘I.;.c . If the parent node encounters congestion, it broadcasts a DIO message,
which contains congestion information, to its children. When a child node receives
the DIO message, it first applies the resource control strategy by using MADM-
OF to select a non-congested parent and subsequently forwards packets through it.
MADM-OF combines three metrics (BO, ETX and QD) to produce a Rank value such
that a candidate parent with the best rank becomes selected as the current parent. To
compute and accurately estimate the value of these metrics, we use Brown’s simple
exponential smoothing model [28] as follows:

where r;(t + 1), r;(¢) and r;(t — 1) are the expected, current and historic values of
metric j respectively for j =1, 2,3 and v; is smoothing factor of metric j such
that 0 < v; < 1. A large value of 1); reduces the level of smoothing and gives high
weight to current measurement of 7, while a value of ¢; close to zero gives greater
smoothing effect and less responsive to recent changes in r; value. Similarity, the
forwarding rate of parent \,,; is not constant with time. It is increased or decreased
due to the operation of the CSMA algorithm (i.e. backoff time), MAC parameters
(i.e. channel check rate) and number of active nodes. Thus, to avoid sending high
overhead DIO packets, we use Brown’s simple exponential smoothing model to
estimate the actual maximum service rate as follows:

Aour (t + 1) = thAour (1) + (1 = ) Agus (1 — 1), (6.17)

where A, (f + 1), Aoy () and A, (f — 1) are the expected, current and historic
forwarding rate of the parent respectively and v is smoothing factor such that 0 <
1) < 1. Equations (6.16) and (6.17) are updated on a per incoming packet basis.
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On the other hand, if the child node cannot find a non-congested parent node,
it applies the traffic control strategy by using the NUM-TC mechanism. First, the
child node selects the less congested parent from the candidate parents. Then, it
adjusts its sending rate based on Eq.(6.12) and congestion information received
from the selected parent. After that, the child node allocates its updated sending
rate among the hosted applications according to their priorities as in Eq.(6.15).
Lastly, the network topology is governed by RPL through transmission of DIO,
DAO and DIS control messages. The DIO transmission strategy is controlled by the
Trickle algorithm. However, the Trickle algorithm is not aware of the occurrence
of congestion. Therefore, the operation of the algorithm is modified such that when
congestion occurs, the timer is reset to I,,;,,.

6.6 Performance Evaluation

The proposed algorithm has been tested and evaluated on different network scenarios
through simulation using Contiki 3.0 OS and Cooja simulator. In the first scenario,
we use a network topology of one sink node, 5 intermediate nodes and 4 leaf (source)
nodes with node ID of N4, N5, Ng and N7 (as illustrated in Fig.6.3). In the second
scenario, we use a network of one sink node, 18 intermediate nodes and 6 source
nodes with node ID of Nyg, Nai, N2, Naz, Nyg and Nps. Also, our proposal is com-
pared with a traffic control based algorithm (DCCC6 [29]) and a resource control
based algorithm (QU-RPL [12, 30]). In the simulation, the source nodes start send-
ing packets at high data rate (6 packets/s) to create a congested situation. During the
simulation, the source nodes start sending packets after 60 s so the network topology
construction is completed, the simulation time is set to 600s. Cooja simulates the
hardware of a set of real sensor nodes, such as Tmote Sky, which is used in the

Intermediate

Fig. 6.3 Network topology in scenario 1 (left) DCCC6 (right) OHCA and QU-RPL
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Table 6.1 Protocol stack and simulation parameters

Layer Protocol Parameter value

Application Every leaf node sends high data rate | Application payload = 30 bytes
packets to sink

Transport UDP

Network ulPv6 + RPL OF = MADM-OF (OHCA)

OF = OF0 (DCCC6)
OF = QU-OF (QU-RPL)

Adaptation SICSlowpan layer Compression method = HC06

Data link CSMA (MAC layer) Buffer size = 8 packets
ContikiMAC (RDC layer) MAC reliability (ACK) = enabled
802.15.4 (framer) MAC max. retransmission = 3

Channel check rate = 8 Hz
Max. frame size = 127 bytes

Physical CC2420 RF transceiver

simulation. Also, Cooja simulator implements a number of wireless channel models
such as unit disk graph medium (UDGM)—distance loss, which is used in the sim-
ulation. We use Powertrace [31] to measure the energy consumption of each node
where it is a runtime network-level power profiling system that uses state tracking
to estimate the energy consumption and it is accurate up to 94%. The protocol stack
and simulation parameters used in the simulation are shown in Table 6.1. We assume
that a node (an application) with a higher value of priority (p;( pf‘ )) has high priority.
In the first scenario, we have set priorities of Ny, N5, Ng and N;7 to 2, 1, 1 and 2,
respectively, where they host two, one, two and three applications, respectively, with
priorities pi = pé = p71 = l,pi = pé = p% =2and p% = 3. Inthe second scenario,
we have set priorities of Nyy, N2j, Nao, No3, Nog and Nasto 2, 1,2,2, 1, and 2, respec-
tively where they host two, one, two, two, one and two applications respectively with
priorities pi, = p3, = pa; = p3s = land p3, = p, = p3; = pis = 2.For our pro-
posal, we have set I .x = 384 clock ticks and ¢ = 1p; =0.4;Vj = 1,2, 3 where
128 clock ticks = 1s.

Next, we compare OHCA, DCCC6 and QU-RPL in terms of network topology
layout, overall throughput, average throughput per node, applications’ sending rate,
weighted fairness index, end-to-end delay, energy consumption and lost packets due
to buffer overflow. We have computed the average value of results obtained from
scenario 1 and scenario 2 as follows.

6.6.1 Network Topology

Figure 6.3 shows the routing topology for OHCA, DCCC6 and QU-RPL algorithms
in scenario 1. At the topology construction stage, nodes 2 and 3 select node 10 as their
parent and nodes 4, 5 and 6 select node 3 as their parent, while node 2 is selected as
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parent by node 7. When congestion occurs, many packets overflow buffers of nodes
3 and 10. As DCCC6 does not consider the load balancing problem with RPL and
is not aware of buffer overflow, nodes do not change their parents and select less
congested ones. In contrast, with OHCA and QU-RPL algorithms, node 2 changes
its current congested parent, node 10, and selects less congested parent which is node
9. Also, node 6 changes its forwarding parent from node 3 to node 2. The reason is
that OHCA and QU-RPL are aware of buffer overflow and congestion at nodes and
they consider the load balancing problem in the routing protocol by using MADM-
OF and QU-OF respectively. Similarly, in scenario 2, nodes forward packets through
less congested parents in OHCA and QU-RPL, while DCCC6 does not consider the
parent selection problem within congestion in RPL.

6.6.2 Throughput

Figure 6.4 shows the overall throughput which is the total number of received packets
every second at the sink node. It is clear that OHCA has higher throughput (~2
packet/s) than DCCC6 (1.5 packet/s) and QU-RPL (&1.7 packet/s). The reason
is that OHCA forwards packets through less congested nodes by using MADM-OF
as well as adapting the sending rate of nodes by using NUM-CC framework when
buffer drops still occur. Therefore, the number of forwarded packets to the sink node
increases by exploiting the available network resources in an effective manner. Also,
from this figure, QU-RPL is seen to have better performance in term of throughput as
compared to DCCC6. The reason is that QU-RPL utilizes the available non-congested
nodes and therefore, packets forwarded to the sink node increase. While DCCC6 does
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Fig. 6.4 Throughput
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not utilize the available network resources (non-congested nodes) and it only adapts
the nodes’ sending rate by using a modified AIMD policy and therefore throughput
decreases.

6.6.3 Throughput per Node

Figures 6.5 and 6.6 show the average number of received packets every second from
the source nodes at sink in scenario 1 and scenario 2, respectively. From these figures,
it is clear that nodes in OHCA obtain throughput according to their priorities. For
instance, with OHCA in scenario 1, N4 and N7 have the highest number of received
packets (=0.53 and ~0.58 packet/s), respectively. While, nodes N5 and Ny have
the lowest throughput (*0.34 and ~0.36 packet/s), respectively, as they have low
priorities as compared to other nodes. The reason is that OHCA is aware of node
priorities where each node gets sending rate according to its priority. On the other
hand, the nodes in DCCC6 and QU-RPL do not obtain a sending rate based on
their priorities as these algorithms do not support awareness of node priorities. For
example, with DCCC6 in scenario 1, node N, with higher priority has alower number
of received packets at sink (*0.19 packet/s) as compared to node N5 (=0.26 packet/s)
which has low priority. Similarity, in QU-RPL, node (N7) with higher priority has
lower throughput (x0.43 packet/s) than node Ng (=0.54 packet/s) which has low
priority.
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Fig. 6.5 Received packets/s from nodes in scenario 1



150 6 Optimization-Based Hybrid Congestion Alleviation

N20 N21 N22 N23 N24 N25|N20 N21 N22 N23 N24 N25|N20 N21 N22 N23 N24 N25
OHCA DCCC6 QU-RPL

0.6

o
3

<
~

Average throughput per node
=] =]
N w

o©
=

INNNNNNNNN)

Fig. 6.6 Received packets/s from nodes in scenario 2

6.6.4 Applications’ Sending Rate

Figures 6.7 and 6.8 show the average sending rate of applications (packet/s) hosted
in the source nodes for OHCA in scenario 1 and scenario 2, respectively. Each
application obtains the sending rate according to its priority. For example, in scenario
1, applicationapp' innode N, obtains low sending rate (0.17 packet/s) as compared
to application app? (20.35 packet/s) which has higher priority, similarity for nodes
Ng and N;. While, in scenario 1, the application hosted in node Ns gets sending rate
equal to Ns’s sending rate as it is hosted alone. In contrast, other algorithms do not
support multiple applications hosted in each sensor node and they are not aware of
application priorities.

6.6.5 Weighted Fairness Index

Figure 6.9 shows the weighted fairness index (W F'I) which is an indication of how
much the nodes associated with a parent are treated fairly according to their priorities.
We have calculated this metric similar to that used in [32] as follows:

) (6.18)

where th; is throughput of node N,.
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From this figure, it is clear that OHCA achieves fairness index close to 1 (~0.97)
which indicates a high fairness allocation of overall throughput among the source
nodes based on their priorities. On the other hand, DCCC6 and QU-RPL have lower
W FI (=0.89 and ~0.66 respectively) than OHCA as they do not support awareness
of node priorities.

6.6.6 End-to-End Delay

Figure 6.10 shows end-to-end delay which is the time between a packet being gener-
ated at the application of the source until its successful reception at the application
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of the final destination. OHCA has lower end-to-end delay as compared to DCCC6
and QU-RPL. The reason is that OHCA firstly searches for a non-congested parent
to forward packets and if congestion still exists, then the number of injected packets
into the network is reduced by reducing the nodes’ sending rates. Therefore, buffer
overflow is removed and packets do not a wait long time in the buffer. On the other
hand, DCCC6 has high delay because of the modified AIMD mechanism used where
the nodes’ sending rates are increased periodically and decreased when congestion
occurs and then this process continues. As a result, the packets wait a long time in the
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nodes’ buffers. Although QU-RPL forwards packets through less congested paths,
it does not have a policy to reduce the nodes’ sending rates when buffer drops still
occur. Consequently, packets experience a long end-to-end delay if buffers are full
most the time.

6.6.7 Energy Consumption

Figure 6.11 shows the energy consumption due to transmission and reception in the
source and intermediate nodes per successfully delivered packet. We note that with
OHCA, the energy consumption in the network is less than others as DCCC6 and
QU-RPL waste energy by transmitting and receiving packets which are then lost due
to buffer overflow on the path without successful delivery.

6.6.8 Lost Packets

Figure 6.12 shows the total number of lost packets every second in the network due
to buffer overflow and due to wireless channel loss. It is obvious that OHCA loses
less packets at the buffer than others for reasons stated above. However, the number
of lost packets in DCCC6 and QU-RPL is higher than OHCA algorithm as DCCC6
uses the modified AIMD policy and QU-RPL does not have a sending rate adaptation
mechanism. From this figure, the number of buffer overflowed packets per second
for OHCA, DCCC6 and QU-RPL are 2.47, 25.41 and 25.91, respectively. Also,
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the number of lost packets due to channel loss per second for OHCA, DCCC6 and
QU-RPL are 0.37, 0.49 and 0.54, respectively.

Overall, based on the simulation results, it is clear that OHCA has superior perfor-
mance than DCCC6 and QU-RPL algorithms. Also, it is clear that OHCA improves
performance in terms of overall throughput, average weighted fairness index, end-
to-end delay, energy consumption and number of lost packets due to buffer overflow
by an overall average of more than 28.36%, 28.02%, 48.07%, 31.97% and 90.35%,
respectively, compared to DCCC6 and QU-RPL schemes.

6.7 Conclusion

In this chapter, the congestion problem in 6LoWPAN networks is addressed by using
a hybrid solution which combines traffic control and resource control strategies. We
have modelled the “parent selection” problem as a MADM problem which is solved
by using grey relational analysis methodology for achieving traffic load distribution
in the presence of congestion and forwarding packets through non-congested par-
ents. Also, we have modelled the ‘nodes’ sending rate adaptation’ and ‘applications’
sending rate allocation’ as constrained optimization problems by using optimization
theory and the NUM framework. The optimal sending rates of nodes and applica-
tions are computed by using Lagrange multipliers and KTT conditions. Based on
the MADM and NUM frameworks, we propose a new congestion control algorithm
called optimization-based hybrid congestion alleviation (OHCA) which utilizes the
advantages of using both traffic and resource control strategies and uses the network
resources effectively. To support the IoT application requirements, OHCA is aware
of node priorities and application priorities as well as being designed for the unique
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characteristics of IEEE 802.15.4, IPv6 and 6LoWPAN. The proposed algorithm has
been evaluated in Contiki 3.0 OS and compared with other algorithms. Simulation
results show that OHCA improves the QoS parameters, i.e. throughput, weighted
fairness index, end-to-end delay, energy consumption and packet loss.
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Chapter 7 ®)
Conclusion and Future Work Geda

7.1 Conclusion

In this section, a summary of the research findings of the thesis is presented. This
thesis presents a concrete, solid and logically ordered work on congestion control
for 6LoWPAN networks as a step toward successful implementation of the [oT and
supporting the IoT application requirements.

A comprehensive congestion analysis and assessment for 6LoWPAN networks
was presented in Chap. 3. An analytical modelling of congestion using Markov chain
and Queuing theory was introduced. The proposed modelling models the average
number of lost packets due to buffer overflow per second and the average number
of received packets at a sink node every second. The outcomes of the modelling
are: (i) the probability of packet loss due to buffer overflow depends on number of
leaf nodes, buffer size, sending rate of leaf nodes and most significant the channel
capacity; (ii) as buffer size is increased, packet loss due to buffer overflow at the
leaf node decreases while it increases at the intermediate node. Further, an extensive
congestion analysis for 6LoWPAN through simulations and testbed was carried out
with different scenarios and various parameters (network size, network traffic load,
buffer size, node density and application payload length). It was shown that: (i) the
majority of packets are lost due to buffer overflow as compared to channel packet
loss when congestion occurs; (ii) when the application payload length is increased
since IPv6 packets are fragmented, the reassembly timeout parameter value has a
significant effect on network performance; (iii) it is important to consider the buffer
occupancy and the reassembly timeout parameter in RPL protocol design to improve
network performance when congestion does occur.

In Chap.4, a new RPL routing metric called buffer occupancy was proposed
that reduces the number of lost packets due to buffer overflow when congestion does
occur. Also, anew RPL objective function called congestion-aware objective function
(CA-OF) was presented. The proposed objective function forwards packets through
less congested intermediate nodes and therefore, packet loss is reduced significantly.
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It was shown that by considering the buffer occupancy in objective function design
of RPL, network performance improves in term of packet delivery ratio, throughput
and energy consumption in the presence of congestion.

Further, in Chap. 5, the congestion control problem in 6LoWPAN networks was
modelled as a game using the non-cooperative game theory. Also, a novel and simple
congestion control algorithm called game theory based congestion control framework
(GTCCF) was proposed. The proposed framework controls the sending rates of the
nodes such that each node sends with its optimal sending rate (Nash equilibrium),
while considering congestion alleviation in the network. To support the IoT appli-
cation acquirements, the framework is aware of both node priorities and application
priorities. It was shown that GTCCF improves performance in the presence of con-
gestion in terms of throughput, end-to-end delay, energy consumption, number of
lost packets and weighted fairness index as compared to DCCC6 algorithm.

A novel congestion control algorithm called optimization-based hybrid conges-
tion alleviation (OHCA) was proposed in Chap. 6. The proposed algorithm combines
traffic and resource control strategies into a hybrid solution to utilize the positive
aspects of each strategy and efficiently use the network resources. A multi-attribute
optimization methodology called GRA was used for forwarding packets through
non-congested parents (i.e. resource control strategy). The NUM framework was
utilized to achieve traffic control and compute the optimal nodes’ sending rate.
Also, the proposed algorithm is aware of node priorities and application priorities
to support the IoT application requirements. The proposed algorithm was tested
within two scenarios. The results indicated that OHCA improves performance in the
presence of congestion in terms of throughput, weighted fairness index, end-to-end
delay, energy consumption and buffer dropped packets as compared to DCCC6 and
QU-RPL algorithms.

7.2 Future Work

This section presents some of the future work that can be summarized as follows:

1. Mobility-aware congestion Control for (LoOWPAN Networks: the IoT applications
are diverse with different requirements. One important requirement for many
applications (e.g. healthcare (wearable sensors)) is mobility. Future work can
study the impact of node mobility on the proposed algorithms (CA-OF, GTCCF
and OHCA) using Contiki OS, and then expand the proposed mechanisms to take
into account node mobility in the network.

2. Investigate congestion in low power wide area networks (LPWAN) (e.g.
LoRaWAN and SigFox) which are more extreme in term of constraints than
6LoWPAN networks. LPWAN is characterized by node constraints (e.g. very
low cost, very limited processing capabilities, very small memory size and
very low energy consumption) and link constraints (very short payload length
and very low bandwidth). This will bring new challenges for congestion control
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mechanisms for extreme constraint IoT nodes (e.g. LoORaWAN end nodes and
SigFox end points).

3. The IoT is a huge umbrella under which are grouped a collection of tech-
nologies (e.g. 6LoWPAN, Bluetooth low energy (BLE), Wi-Fi, HaLow (IEEE
802.11ah), LPWAN, vehicular ad hoc network (VANET), wireless body area
network (WBAN), etc.). Propose a global congestion control algorithm for the
IoT heterogeneity that considers the huge number of heterogeneous things (e.g.
6LoWPAN motes, LPWAN nodes, BLE devices, etc.) and is aware of [oT protocol
stacks diversity.



	Supervisor’s Foreword
	Abstract
	Declaration
	Acknowledgements
	Contents
	Abbreviations
	Symbols
	List of Figures
	List of Tables
	1 Introduction
	1.1 Introduction
	1.2 6LoWPAN Protocol Stack
	1.2.1 Application Layer
	1.2.2 Transport Layer
	1.2.3 Network Layer
	1.2.4 Adaptation Layer
	1.2.5 MAC and Physical Layers

	1.3 Research Contributions
	1.4 Thesis Outline
	1.5 List of Publications
	References

	2 Background and Literature Review
	2.1 Introduction
	2.2 Mathematical Background
	2.2.1 Game Theory
	2.2.2 Multi-attribute Decision-Making
	2.2.3 Network Utility Maximization

	2.3 Congestion in WSNs and 6LoWPANs
	2.4 Performance Evaluation Metrics
	2.5 Operating Systems and Simulators for WSNs  and 6LoWPANs
	2.6 Congestion Control Algorithms for WSNs
	2.6.1 Traffic Control Algorithms
	2.6.2 Resource Control Algorithms
	2.6.3 Hybrid Schemes

	2.7 Congestion Control Algorithms for 6LoWPAN Networks
	2.7.1 Traffic Control Algorithms
	2.7.2 Resource Control Algorithms

	2.8 Discussion and Future Direction
	2.9 Conclusion
	References

	3 Comprehensive Congestion Analysis  for 6LoWPANs
	3.1 Introduction
	3.2 Analytical Modelling of Congestion for 6LoWPAN
	3.2.1 System Model
	3.2.2 Buffer Loss Probability
	3.2.3 Channel Loss Probability
	3.2.4 Contiki-Based IEEE 802.15.4 Effective Channel Capacity
	3.2.5 Simulation Results

	3.3 Simulation-Based Congestion Analysis for 6LoWPAN
	3.3.1 Without Fragmentation
	3.3.2 With Fragmentation
	3.3.3 Discussion

	3.4 Testbed-Based Congestion Analysis for 6LoWPAN
	3.4.1 Without Fragmentation
	3.4.2 With Fragmentation

	3.5 Conclusion
	References

	4 Congestion-Aware Routing Protocol  for 6LoWPANs
	4.1 Introduction
	4.2 Objective Function Related Work
	4.3 Congestion-Aware Objective Function Design
	4.4 Performance Evaluation
	4.5 Conclusion
	References

	5 Game Theory Based Congestion Control Framework
	5.1 Introduction
	5.2 Game Theoretic Formulation
	5.2.1 Network Setup and Problem Formulation
	5.2.2 Game Solution Computation
	5.2.3 Distribution of Node's Sending Rate Among Applications

	5.3 Game Theory Framework Implementation
	5.4 Performance Evaluation
	5.4.1 DCCC6 and Griping Implementation
	5.4.2 Sending Rate Adaptation Comparison
	5.4.3 Scenario 1
	5.4.4 Scenario 2

	5.5 Conclusion
	References

	6 Optimization-Based Hybrid Congestion Alleviation
	6.1 Introduction
	6.2 Network Setup and Problem Formulation
	6.3 MADM-Based Resource Control
	6.3.1 Grey Relational Analysis Procedure
	6.3.2 Routing Metric Weights Calculation

	6.4 Optimization-Based Traffic Control
	6.4.1 Optimal Sending Rate Computation
	6.4.2 Allocation of Node's Sending Rate Among Its Applications

	6.5 Hybrid Congestion Alleviation Algorithm Implementation
	6.6 Performance Evaluation
	6.6.1 Network Topology
	6.6.2 Throughput
	6.6.3 Throughput per Node
	6.6.4 Applications' Sending Rate
	6.6.5 Weighted Fairness Index
	6.6.6 End-to-End Delay
	6.6.7 Energy Consumption
	6.6.8 Lost Packets

	6.7 Conclusion
	References

	7 Conclusion and Future Work
	7.1 Conclusion
	7.2 Future Work




